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a b s t r a c t

A newly simple flow injection wetting-film extraction system coupled to flame atomic absorption spec-
trometry (FAAS) has been developed for trace amount of cadmium determination. The sample was mixed
on-line with sodium diethyl dithiocarbamate and the produced non-charged Cd(II)–diethyl dithiocarba-
mate (DDTC) chelate complex was extracted on the thin film of diisobutyl ketone (DIBK) on the inner wall
of the PTFE extraction coil. The wetting-film with the extracted analyte was then eluted by a segment
of the cover solvent, and transported directly to the FAAS for evaluation. All the important chemical and
flow parameters were optimized. Under the optimized conditions an enhancement factor of 35, a sample
frequency of 22 h−1 and a detection limit of cL = 0.7 �g l−1 Cd(II) were obtained for 60 s preconcentration

−1

Solvent extraction
Atomic spectrometry
Cadmium

time. The calibration curve was linear over the concentration range 1.5–45.0 �g l Cd(II) and the relative
standard deviation, R.S.D. (n = 10) was 3.9%, at 10.0 �g l−1 concentration level. The developed method was
successfully applied to cadmium determination in a variety of environmental water samples as well as
waste-water sample.
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. Introduction

The environment is continuously contaminated with large
mount of toxic elements as consequence of human activities.
xposure to these toxic pollutants imposes not only risks to human
ealth, but also potentially unacceptable ecological risks to plants,
nimals and microorganisms [1]. As the result, years of effort have
een devoted to the development of more effective, fast, precise and
ccurate approaches for the determination of different elements
ike cadmium, in various environmental matrices using numerous
nalytical methods. The adverse effects of cadmium are the result
ot only of its high toxicity even at trace concentrations, but also of

ts bioaccumulation processes along the food chain and into vital
uman organs like kidney.

Flame atomic absorption spectrometry (FAAS) is among the
ost widely used techniques for determination of heavy metals,

owever, its sensitivity is usually insufficient for monitoring the
ow level concentrations of these metals in environmental sam-

les. In addition, the interfering effect of the matrix components
f complicated samples like sea-water, many times is a serious
roblem in the determinations by atomic spectrometry (AS). Con-
equently, a preconcentration and/or separation process is usually

∗ Corresponding author. Tel.: +30 2310997826; fax: +30 2310997719.
E-mail address: anthemid@chem.auth.gr (A.N. Anthemidis).
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equired prior the measurement. Although, liquid–liquid extrac-
ion (LLE) has proven to be a reliable and efficient separation and/or
reconcentration technique for metal determination, it is time and
eagent consuming, as well as tedious and laborious procedure and
ence, potentially prone to contamination of sample and environ-
ent, when it is performed in batch (off-line) mode. However, the
arriage of LLE with flow injection (FI) [2,3] offers a great ease to

he analysis eliminating to a great extent, many of the drawbacks
ncountered in the batch mode.

In classical FI–LLE systems, the on-line extraction process is
ccomplished by three major operations: (i) segmentation, (ii)
xtraction and (iii) separation [4]. The extraction efficiency into the
arrow tube of the extraction coil is usually high and it is completed

n a few seconds. These parameters are attributed to the formation
f a very thin film of one phase on the inner wall of the extraction
oil, surrounding the segments of the other phase. The material
f the coil (hydrophobic or hydrophilic) defines which phase will
orm the wetting-film according to the polarity of the solvent
5].

However, FI–LLE has not been widely accepted for routine anal-
sis, due to the critical instrumentations, segmentor and phase

eparator, which affect significantly the reproducibility, stability
nd robustness of the method. Their design construction and oper-
tion performance have been studied in detail [6–8]. On the other
and, several efforts have been made to eliminate the need for
egmentation and phase separation.
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Fig. 1. Schematic diagram of the FI–WFE manifold and the two operation sequences,
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A new concept called wetting-film extraction (WFE) has been
roposed for sequential injection (SI) systems, without the need
f segmentor and phase separator [9]. Wetting-film extraction is
ased on the formation of a thin film coating on the inner wall
f the extraction coil, with major aim on sample preconcentra-
ion and separation. When an organic solvent is passed through

hydrophobic tube such as PTFE, a stationary thin film of the
olvent is formed on the inner wall of the tube. When an aque-
us solution with extractable analyte complex is aspirated into
he tube extraction/preconcentration takes place at the interface
f the organic thin film with the aqueous phase. After that, the
reconcentrated analyte can be eluted, with a small plug of suit-
ble solvent or back-extraction solution. The theoretical aspects and
undamentals of the WFE technique have been well presented by

iró et al. in a recent comprehensive review [10]. Christian and co-
orkers, developed a SI-WFE system for speciation of Cr(VI)/Cr(III)

11] and V(IV)/V(V) [12] and also for trace Mo(VI) determination
n natural water samples [13]. In this case the consumption of the
rganic solvent was reduced tenth time than in the conventional
utomated FI-LLE. Paterson et al. [14] demonstrated that WFE is
lso suitable for sample preparation prior to high-pressure liquid
hromatography (HPLC). Miró et al. [15] presented a flow-reversal
I-WFE set-up for radionuclide 90Sr (b-emitter) determination in
nvironmental samples and daily products. van Staden and Tal-
aard [16] determined seven heavy metals as dithizone complexes
n environmental and biological samples. Cai et al. [17] established

microflow WFE for determination butyl rhodamine B and Chen
t al. [18] coupled WFE in a FI system for copper determination by
AAS.

Diethyl dithiocarbamate (DDTC) form strong and mostly neu-
ral complexes with a large number of heavy metals such as Cd(II),
u(II), Pb(II), Ni(II), Zn(II) and Fe(III) [19–21], which can be sep-
rated from large excess of alkali and alkaline earth elements.
n addition the complex formation is sufficiently rapid. These
ttributes makes the above chelating reagent ideal for the on-line
reconcentration procedures of heavy metals in natural waters
ample as well as in sea-water samples.

In the present work wetting-film extraction is exploited as ver-
atile automatic approach for the implementation of liquid–liquid
xtraction in a simple low cost manifold for on-line metal pre-
oncentration and determination by flame atomic absorption
pectrometry. To the best of our knowledge, there is only one paper
n the literature, dealing with WFE and FAAS [18], which presents
opper determination and suffers from the complexity of the man-
fold and the procedure. The proposed method was evaluated for
etermination of Cd in natural water, using diisobutyl ketone (DIBK)
s coating solvent and sodium diethyl dithiocarbamate as chelating
eagent.

. Experimental

.1. Apparatus

A PerkinElmer, Norwalk, Connecticut, U.S.A. (http://las.
erkinelmer.com) model 5100 PC flame atomic absorption spec-
rometer with deuterium arc background corrector was exploited
s detection system. Cadmium electrodeless discharge lamp (EDL)
as used as light sources operated at 5 W. The wavelength was

et at 228.8 nm resonance line, while the slit was fixed at 0.7 nm.

time-constant of 0.2 s was used for peak height evaluation. The

ame conditions were slightly leaner than those recommended by
he manufacturer, in order to compensate the effect of DIBK, which
erves as additional fuel during the measuring step. The air and
cetylene flow rate was set at 10.0 and 0.9 l min−1, respectively.

p
w
e
1
u

njection valve; DB, displacement bottle; EC, extraction coil; FC, flow compensation
dapter; DW, distilled water; W, waste.

n that case the nebulizer’s free uptake rate was 5.5 ml min−1.
flow spoiler was employed into the spray chamber for better

ebulization conditions. The spectrometer was set to work in the
I-FAAS mode and peak height was used for signal evaluation.
he electrothermal atomization mode of the above PerkinElmer
tomic absorption spectrometer equipped with zeeman back-
round corrector was used as a standardized method for cadmium
etermination in the water samples.

A PerkinElmer Norwalk, Connecticut, U.S.A. model FIAS-400
ow injection analysis system was coupled to the flame atomic
bsorption spectrometer for automatic processing of the method
nd operated in normal mode. The whole system was controlled by
personal computer and the AA Lab. Benchtop version 7.2 applica-

ion program. The FIAS-400 system, which is shown schematically
n Fig. 1, consisted of three peristaltic pumps P1, P2, P3, a 5-
ort 2-position (Fill/Inject) injection valve and it was connected to
he spectrometer’s nebulizer using a short PTFE capillary 20.0 cm
ength, 0.5 mm i.d., in order to minimize the eluent dispersion. A
ow compensation (FC) unit was used just before the nebulizer

nlet, in order to compensate the lack of nebulizer free uptake flow
ate as described elsewhere [22]. Peristaltic pump tubing of “Tygon”
ype was adopted to deliver the aqueous solutions and a dis-

lacement bottle (Tecator, Hoganas, Sweden http://www.foss.dk)
as used to deliver the organic solvent, diisobutyl ketone. The

xtraction coils of 0.75 mm i.d. in different lengths in the range
50–400 cm were coiled on 30 mm i.d. cylinder. All other conduits
sed for various connections were of 0.5 mm i.d. PTFE tubing.



1 s / Tala

2

v
U
p
h
w
s
l
S
(
w

c
b
a
s

2

m
s
t
P
p
t
n
t
m
6
t
I
p
t
v
t
T
w

3

3

F
a
t
c
b
s
i
t
o
t
w
i
e
m

(
e
k

e
fi
t
o
t
h
p
i
w
g
b
i
s
e
s
fl
e
(
p
fl
r

t
u
d
c
d
a
u
a
f
s
t
p

fi
w
e
m
t
s
m
p
c

u
P
o
d
w
t
2
l
w
t
2

3

162 I.S.I. Adam, A.N. Anthemidi

.2. Reagents and samples

All chemicals were of analytical reagent grade and were pro-
ided by Merck (Darmstadt, Germany, http://www.merck.de).
ltra-pure quality water was used throughout which was
roduced by a Milli-Q system (Millipore, Bedford. USA,
ttp://www.millipore.com). Working standard solutions of Cd(II)
ere prepared by appropriate stepwise dilution of a 1000 mg l−1

tock standard solution (Titrisol, Merck) to the required �g l−1

evels. The acidity of the standards was adjusted with dilute HNO3.
odium diethyl dithiocarbamate (DDTC) (Aldrich) solution in water
0.2%, m/v) was prepared fresh daily. Diisobutyl ketone was used
ithout any purification.

Natural water samples (tap, river, and costal sea-water) were
ollected from Northern Greece, filtered through 0.45 �m mem-
rane filters, acidified to 0.1 mol l−1 HNO3 and stored at 4 ◦C in
cid-cleaned polyethylene bottles, in order to determine the “dis-
olved metal” fraction.

.3. Procedure

The operation sequence of the on-line wetting film extraction
ethod for metal determination with FAAS runs through three

teps and is summarized in Table 1. In step 1 (Fig. 1, Film forma-
ion), the injection valve, IV is in the “Fill, F” position and pump
1 feeds DIBK into the extraction coil (EC) in order to remove the
ossible residuals of the previous cycle and for thin film forma-
ion of organic solvent into the PTFE tube. In the mean time the
ebulizer of the FAAS aspirates air through the flow compensa-
ion adapter (FC). During step 2, pump P2 delivers sample solution

ixed with complexing agent, 0.2% (m/v) DDTC through the EC for
0 s. The on-line formed metal–DDTC complex was extracted in the
hin film of DIBK into the EC. In step3 (Fig. 1, Elution/Measurement),
V is turned in the “Inject, I” position. Deionized water (DW) is pro-
elled by pump P3 through the EC in reverse direction than that of
he sample loading, delivering the small amount of the coating sol-
ent (DIBK), which has accumulated at the end of the EC, through
he extraction coil to the nebulizer, executing the elution procedure.
he baseline was stable. Five replicate measurements per sample
ere made in all instances and direct calibration for quantification.

. Result and discussion

.1. Development of the FI wetting film extraction system

Two aspects should be considered developing an effective
I–WFE system. The choice of the organic solvent, that could form
thin film on the inner wall of the hydrophobic PTFE tubing and

he kinetic properties of the metal complex for the extraction pro-
esses, which are defined by the partition coefficient of the analyte
etween the organic and aqueous phase [9]. The coating solvent
hould form a thick and stable wetting film with the lower solubil-
ty in aqueous phase. The larger the ratio of viscosity and interfacial
ension the thicker is the wetting film and the larger are the volume
f organic solvent and the extraction capacity. On the other hand,
he capacity of the film for the analyte is competitive with the ease
ith which the film can be eluted. Thick films have higher capac-

ty but are more difficult to elute. Hence, the film should be thick
nough that it does not break up during sample loading and also it

ust be possible the quantitatively elution of the film [11].
The most appropriate organic solvents compatible with FAAS

good burning and atomization characteristics), which also have
xcellent liquid–liquid extraction properties are methyl isobutyl
etone (MIBK) and diisobutyl ketone (DIBK). Both of them were

p
T
i
a
r
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xamined as coating solvents. The performance of MIBK wetting-
lm was unstable and it was easily destroyed by the fluctuation of
he flow during the sequences of the method, resulting in losses
f analyte. The above-mentioned problems were probably due to
he high solubility of MIBK in water (2%, v/v at 20 ◦C). On the other
and, DIBK possessing good combustion properties, high boiling
oint and very low miscibility with water (0.05%, v/v at 20 ◦C),

s an excellent alternative to MIBK for FAAS. The main property,
hich has encouraged the wide use of MIBK in FAAS methods, is the

reater sensitivity compared with other solvents. However, it has
een shown that the loss of sensitivity incurred by the use of DIBK

s only about 20% on average [23]. It was found that DIBK could form
table wetting-film on the PTFE tubing, and the film offered higher
xtraction efficiency for the studied metal. Hence, DIBK was cho-
en as a coating solvent for the proposed method. The DIBK loading
ow rate and the loading time were defined from the volume of the
xtraction coil (1.1 ml, for 2.5 m length/0.75 mm i.d.). During step 1
Table 1) the extraction coil should be washed from residents of the
revious cycle and filled with the cover solvent. Thus, DIBK loading
ow rate and the loading time were fixed at 4.8 ml min−1 and 30 s,
espectively, for accurate film formation.

In the early stages of the present study, a six port two posi-
ion injection valve with a variable sampling loop (50–300 �l) was
tilised in cooperation with the FIAS-400 system, in order to intro-
uce accurate volumes of the eluent, as segment in distilled water
arrier stream. The elution procedure was performed in opposite
irection to that of the sample loading, in order to reduce the
nalyte dispersion. With this manifold and using a defined vol-
me of MIBK or other organic solvent as eluent, a double peak of
bsorbance was observed. The first peak was higher and produced
rom a small amount of the coating solvent, which has been pushed,
crunched and accumulated at the end of the tubing of the extrac-
ion coil during the extraction step. On the other hand the second
eak, which was significant lower, was owed in the eluent segment.

In order to solve the above problem the manifold was modi-
ed, deducting the injection valve and maintaining the distilled
ater stream, as it is shown in Fig. 1. After this modification the

lution of the analyte is performed solely by the accumulated seg-
ent of the coating solvent. This segment was efficiently delivered

hrough the extraction coil by the water stream during the third
tep (Fig. 1, Elution/Measurement). The recorded peak with this
anifold is equivalent with the first of the two peaks observed with

revious manifold. In addition it is proportional with the analyte
oncentration of the sample.

The extraction capacity of the wetting-film depends on the vol-
me of the organic film, which adhered on the inner surface of the
TFE tubing and thus on the length of the extraction coil. More-
ver, the volume of the wetting-film is proportional to the inner
iameter of the extraction coil [9]. The length of the extraction coil
as studied in the range 150–400 cm with 0.75 mm inner diame-

er for a fixed sample loading time and sample flow rate at 60 s and
.2 ml min−1, respectively. The absorbance levelled off at 250 cm

ength, probably due to increased back pressure at higher lengths,
hich would lead to lower loading of sample. As optimum extrac-

ion coil for the proposed method was selected the PTFE tubing
.5 m in length and 0.75 mm i.d.

.2. Factors affecting the on-line wetting-film extraction

Sample acidity is a critical variable for the metal–chelate com-

lex formation and also for the wetting-film extraction efficiency.
he effect of pH on the absorbance of 20.0 �g l−1 Cd(II) was studied
n the range from 0.4 to 3.5 by adjusting it with dilute nitric acid or
mmonia. As it is shown in Fig. 2, the maximum absorbance was
ecorded in the pH range 1.0–1.5. This fact enables the use of the
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Table 1
Operation sequences of the FI–WFE method for Cd(II) determination by FAAS

Step IV Pumps Delivered medium Flow rate (ml min−1) Time (s) Operation

P1 P2 P3

1 F ON OFF OFF DIBK 4.8 30 Extraction coil washing, Film formation
2 F OFF ON OFF Sample 2.2 60 Extraction

DDTC 0.7
3 I OFF OFF ON Water 1.4 60 Elution
4 I OFF OFF ON Water 1.4 10 Absorption measuring
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p
values the recorded peak appeared a broadening, due to higher
analyte dispersion, into the extraction coil. At flow rate higher than
1.4 ml min−1 the absorbance was decreased, probably because the
much higher linear velocity of the organic segment do not allow the
ig. 2. Effect of sample pH on the peak height absorbance of 20.0 �g l−1 Cd(II). All
ther parameters as in Table 1.

ethod directly in many types of aqueous samples after common
cid preservation, without any laborious precise pH adjustment.
herefore, the sample acidity was adjusted to pH 1.0 for further
xperiments.

Three chelate reagents, DDTC, ammonium pyrrolidine dithio-
arbamate (APDC) and ammonium diethyldithiophosphate (DDPA)
ere investigated for the effective extraction of cadmium via
etting-film extraction procedure. It was found that all reagents

ould form extractable complexes in acidic sample solution with
admium, but DDTC gave the highest absorbance. Thus, the DDTC
as chosen for the proposed method. The effect of DDTC con-

entration was studied in the range of 0.01–1.0% (m/v) at fixed
ow rate 0.7 ml min−1. The maximum signal was maintained

n the DDTC concentration range 0.1–0.5% (m/v). Hence, aque-
us solution of 0.2% (m/v) DDTC was chosen for subsequent
tudies.

Addition of an ionic substance to the sample might also affect
he extraction process as it increases the ionic strength of the aque-
us phase. Depending on the solubility of the analytes, extraction is
sually enhanced with an increase in ionic strength as the solubility
f hydrophobic species such as the Cd–DDTC complex in the aque-
us phase is decreased. In order to study this effect, NaCl was added
o the sample solution in the concentration range 0–2.0 mol l−1,
efore the wetting-film extraction procedure. No significant vari-
tion on Cd(II) extraction observed by increasing the content of
aCl. Consequently, no addition of NaCl to the sample solution was
dopted.

The effect of sample loading flow rate on the absorbance (Fig. 3)
as investigated in the range 1.3–3.0 ml min−1 at fixed 0.7 ml min−1

DTC flow rate. The obtained results revealed that the absorbance
f 20.0 �g l−1 Cd(II) was increasing almost linearly, by increasing

he sample flow rate up to 2.2 ml min−1 and levelled off for higher
ow rates, because the contact time of aqueous phase with wetting-
lm solvent was not enough for effective extraction. A sample flow
ate of 2.2 ml min−1 was adopted as optimum.

F
o

ig. 3. Effect of sample loading flow rate on the absorbance of 20.0 �g l−1 Cd(II). All
ther parameters as in Table 1.

The influence of preconcentration time (sample loading time)
as studied in the range from 30 to 120 s, at a sample flow rate
f 2.2 ml min−1. As it is shown in Fig. 4, it was found that the
bsorbance increased as the sample loading time increased up to
0 s. For longer loading time, the analytical signal decreases due
o a partial missing of the wetting-film. This fact allows the use of
reconcentration time up to 60 s, which was chosen as optimum
or the proposed method.

The effect of the elution flow rate on the absorbance was stud-
ed in the range 1.0–1.8 ml min−1. Optimum sensitivity with sharp
eak was achieved at elution flow rate 1.4 ml min−1. For lower
ig. 4. Effect of the sample loading time on the absorbance of 20.0 �g l−1 Cd(II). All
ther parameters as in Table 1.
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Table 2
Analytical performance characteristics of the proposed FI–WFE–FAAS method for
Cd(II) determination

Preconcentration time (s) 60
Sampling frequency (h−1) 22
Sample consumption (ml) 2.2
Enhancement factor 35
Linear range (�g l−1) 1.5–45.0
Regression equation (n = 6, �g l−1) A = 0.0012 + 0.0062[Cd(II)]
Correlation coefficient, r 0.9956
RSD (%), n = 10, 10.0 �g l−1 3.9
Detection limit, cL (�g l−1) 0.7

Table 3
Analytical results for the determination of cadmium in water samples (determina-
tion in “dissolved metal” fraction) by the proposed method and ETAAS

Sample Added
(�g l−1)

Founda

(�g l−1)
Recoveryb (%) ETAASc

(�g l−1)

Tap-water – <cL <cL

5.0 4.8 ± 0.5 96 4.9 ± 0.6
10.0 9.6 ± 0.4 96 9.5 ± 0.8

River-water – <cL <cL

5.0 4.7 ± 0.6 94 5.1 ± 0.6
10.0 10 ± 1 97 9.8 ± 0.9

Sea-water – 1.1 ± 0.1d 1.2 ± 0.2
5.0 6.2 ± 0.6 102 6.0 ± 0.7

10.0 10.8 ± 0.8 97 11 ± 1

Waste-water – 4.1 ± 0.4 4.0 ± 0.5
5.0 8.9 ± 0.8 96 9 ± 1

10.0 14 ± 1 95 14 ± 2

a Mean value ± standard deviation based on three replicate determinations.
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b Recovery obtained from spiked samples.
c Direct injection of 35 �l of sample.
d The resulting concentration is between LOD and LOQ and it is reported only as

stimation.

stablishment of mass transfer from the wetting-film towards the
luent.

.3. Analytical performance characteristics

Under the optimum conditions described above, the analytical
erformance characteristics of the proposed FI–WFE–FAAS method
or Cd(II) determination are summarized in Table 2. For a 60 s
reconcentration time (corresponding to 2.2 ml of sample solu-
ion being loaded) the sampling frequency was 22 h−1 and the
nhancement factor was 35 (calculated as the ratio of the slopes of
alibration curves with and without preconcentration). The limit
f detection (LOD) calculated by 3s criterion and found to be
L = 0.7 �g l−1, while the limit of quantitation (LOQ) calculated by
0s criterion and was cQ = 1.5 �g l−1. The precision, as relative stan-
ard deviation (RSD), was sr = 3.9%, calculated from 10 replicate
easurements at 10.0 �g l−1 concentration level of Cd(II).
The proposed method was applied also to the analysis of tap-

ater, river- and sea-water samples as well as waste-water and
alidated by spiking the analyzed samples with known amounts

f Cd(II). The accuracy of the proposed method was evaluated by
omparing the obtained results with those obtained by the use
f electrothermal atomic absorption spectrometry (ETAAS). The
btained results are presented in Table 3, and the recoveries were
aried in the range 94–102%.

[
[
[
[
[
[

nta 77 (2009) 1160–1164

.4. Investigation of the potential interferences

The effect of potential interferences encountered in aqueous
amples on the recovery of 10.0 �g l−1 of Cd(II) was examined with
ndividual interferent ions added in the standard solution. Taking
s criterion for interference every deviation of the recovery higher
han ±5%, the obtained results showed that Fe(III), Mn(II) and Zn(II)
re tolerated up to 10 mg l−1, Pb(II), Co(II), and Ni(II) are toler-
ted up to 5 mg l−1, while Cr(VI), Cu(II), Hg(II) is tolerated up to
.5 mg l−1.

. Conclusions

The present work testifies the applicability of FI wetting-film
xtraction system coupled with FAAS for cadmium determina-
ion in aqueous samples. The proposed method is simple with
easonable sample throughput. A significant advantage has been
risen from the elimination of the need for segmentation and
hase separation, simplifying thus the manifold as well as reducing
he reagents and sample. The use of DIBK as wetting-film coat-
ng solvent is advantageous providing good extraction efficiency
roperties. Enhancement factor equivalent with on-line solid phase
xtraction methods can be achieved. An interesting feature of the
roposed system is the fact that the elution can be accomplished
nly with water without the need for extra organic solvent seg-
ent. Finally, it was indicated that samples with difficult matrices

ike sea-water or waste-water could be analyzed successfully by
he proposed method.
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a b s t r a c t

New complexes of Co2+, Ni2+, Cu2+ and Zn2+ with a recently synthesized Schiff base derived from 3,6-
bis((aminoethyl)thio)pyridazine were applied for their simultaneous determination with artificial neural
networks. The analytical data show the ratio of metal to ligand in all metal complexes is 1:1. The absorp-
tion spectra were evaluated with respect to Schiff base concentration, pH and time of the color formation
reactions. It was found that at pH 10.0 and 60 min after mixing, the complexation reactions are completed
and the colored complexes exhibited absorption bands in the wavelength range 300–500 nm. Spectral
data was reduced using principal component analysis and subjected to artificial neural networks. The
data obtained from synthetic mixtures of four metal ions were processed by principal component-feed
forward neural networks (PCFFNNs) and principal component-radial basis function networks (PCRBFNs).
Performances of the proposed methods were tested with regard to root mean square errors of prediction
Metal ions

Vegetables
Foodstuffs

(RMSEP%), using synthetic solutions. Under the working conditions, the proposed methods were success-
fully applied to simultaneous determination of Co2+, Ni2+, Cu2+ and Zn2+ in different vegetable, foodstuff
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. Introduction

Metal ions play significant roles in biological processes, such
s the functions of enzymes, the transport of oxygen, and the
ealth of teeth and bones. They play important role in diseases like
ransmissible spongiform encephalopathies (Creutzfeldt-Jakob and
elated diseases), Alzheimer’s, Parkinson’s, Huntington’s, Wilson’s
nd Menkes’ diseases, as well as in familial amyotrophic lateral
clerosis and others [1,2].

Zinc and copper are essential trace elements for human nutri-
ion and health [3–6]. When people absorb too little zinc, they can
xperience a loss of appetite, decreased sense of taste and smell,
low wound healing and skin sores. Zinc-shortages can even cause
irth defects [7,8]. The deficiency of zinc and copper marked by
evere growth retardation and arrested sexual development [3].

opper deficiency is rare, but can be caused by excess zinc from
upplementation. Growth retardation, altered immune response,
rematurely pregnancy, weight loss, anorexia, etc. are other effects
f the Zn2+ deficiency consequences [3].
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Cobalt and nickel share right/left-sided cell receptors and are
onsidered essential to human health too. While a cobalt and
itamin B12 relationship is well documented, a similar, less doc-
mented affiliation applies to nickel and vitamin C [9]. Also less
ocumented is the control nickel and cobalt exert over the muscu-

ar walls of the body’s arteries. Nickel interacts with RNA and DNA
10].

All of examples show that a balance of cations in the body is
ssential to maintain human health. The excess amounts of heavy
etals can lead to imbalances in others resulting in disease. It

eems that it is important since intake of even low concentrations
f metal ions can cause serious toxic effects. Therefore, detection
nd determination of trace amounts of metals in pharmaceuti-
al and food products for their quality control is very important.
n the literature, due to a strong environmental and biological
mpact, trace metal ions determination has received particular
ttention in the last years. Atomic absorption spectrometry [11],
-ray fluorescence spectrometry [12], inductively coupled plasma-

ptical emission spectrometry [13], flow injection combined with
nductively coupled plasma mass spectrometry [14], polarogra-
hy [15], chromatography [16] and spectrophotometry [17–20]
ave been used for the determination of metal ions in different
amples.
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Scheme 1. Pr

Multivariate calibration methods (partial least squares (PLS) or
rincipal component regression (PCR)) can be applied to multi-
omponent determination [21,22]. These methods are not suitable
hen non-linearity is observed in the system. Artificial neural
etworks (ANNs) approach has several advantages over the mul-
ivariate calibration of data including easily programming of the
etwork architecture, not necessity for any priori assumption on
he behavior of the data, ability to process input data contain-
ng some degree of uncertainty and handling non-linearity due
o analyte–analyte interaction, the synergistic effect and so on.
ue to these advantages ANNs have attracted the interest of many

esearches in the field of chemistry as modeling tools for multivari-
te calibrations [23–26]. Among neural networks, the most popular
s the multi-layer feed-forward neural networks (FFNNs) with the
ack-propagation learning algorithm. A radial basis function net-
ork (RBF) is an ANN which uses radial basis functions as activation

unctions offer interesting alternatives to feed-forward neural net-
orks, in the sense that they allow local and also very fast training

27–31].
The most popular method for data compression in chemomet-

ics is principal component analysis (PCA). In practice, principle
omponents (PCs) are often successfully used as inputs. Even if
here is some non-linearity in data set, all relevant information is
sually contained in the first PCs [23]. PCA became ideal tool to
emove possible complications caused by multicollinearity from
he independent variables. Reducing the number of inputs to a net-
ork reduces the training time and repetition in the input data. So
oise filtered data which contains that only the significant indepen-
ent variables are responsible for the determination of amounts of
etal ions [32–34].
The non-linearity due to synergistic effect, which is the main

actor to the error of the kinetic analysis, has attracted much atten-
ion, and some works has been performed for solving this problem
n non-linear systems with the aid of chemometrics [35]. In the lit-
rature, there are several papers which solve the synergistic effect
n simultaneous determination of analytes with different network
rchitectures for simultaneous modeling [35–38]. So the use of non-
inear modeling technique makes it possible to describe accurately
ynergistic effects if presented in the novel area of food processing.

Schiff base ligands have played an integral and important role
n coordination chemistry since the late 19th century and contain-
ng strong donor sites like phenoxo oxygen atoms as well as imine
itrogen atoms and find extensive applications in different fields for
heir special coordination ability with transition metal ions. Schiff
ases have been developed as chelating ligands/catalysts for oxy-
enation and oxidation reactions of organic compounds [39], redox
ystems in biological processes [40], aldol reactions [41], degra-
ation of dyes through decomposition of hydrogen peroxide and

ther reagents [42], epoxidation [43] and many other applications
44–46].

Copper, nickel, cobalt and zinc are metals that appear together
n many real samples. Few reports have been published on the
imultaneous determination of these ions in different samples

Z
T
a

tion of PATS.

47]. This paper describes simultaneous spectrophotometric deter-
ination of Co2+, Ni2+, Cu2+ and Zn2+based on their complexes
ith potential active Schiff base ligand, 3,6-bis((2- aminoethyl-

alicyliden)thio)pyridazine (PATS)), with the aid of chemometric
pproaches, feed forward neural networks(FFNNs) and radial basis
unction networks (RBFNs).

. Experimental

.1. Reagent and standard solutions

All solutions were prepared with analytical grade reagents. Stock
olutions of Cu2+, Co2+, Ni2+ and Zn2+ (1000 mg L−1) were pre-
ared by dissolving CuCl2, CoCl2, NiCl2·6H2O and ZnCl2 (Fluka,
uchs, Switzerland) in water. A 0.026 mol L−1 Schiff base solution
as prepared by dissolving it in a 80:20 (v/v) dimethylfor-
amide (DMF):H2O mixture. A pH 10.0 ammonium buffer solution

0.2 mol L−1) was prepared from ammonium chloride and ammo-
ia [48]. n-Hexane, methanol, ethanol and salicylaldehyde was
urchased from Merck (Darmstadt, Germany) and used without
urther purification.

.2. Preparation of
,6-bis((2-aminoethylsalicyliden)thio)pyridazine (PATS)

PATS was synthesized from 3,6-bis((aminoethyl)thio)pyridazine
PTA). PTA was prepared as described previously [49] and used
or preparation of PATS as follows (Scheme 1). A solution of 3,6-
is((aminoethyl)thio)pyridazine (PTA) (1 mmol) in absolute EtOH
10 mL) was added to a stirring solution of salicylaldehyde (2 mmol)
n absolute EtOH at 50 ◦C over a period of 10 min. The solution was
eated in water bath for 2 h at 70 ◦C with stirring, then cooled
nd let to stand at 0 ◦C. The obtained yellow solid was filtered
ff, washed with cooled n-hexane/methanol (4/1), and dried in
ir. Overall Yield: 75%, m.p. = 109–110 ◦C. 1H NMR (CDCl3, ppm):
3.59 (t, 4H), 3.90 (t, 4H), 6.88 (m, 4H), 7.31 (m, 2H), 7.46 (m, 4H),
.57 (s, 2H), 13.22 (br, 2H). IR (KBr, cm−1); 1635(C N), 1610, 1578,
497(C C), 1281(C O), 1150, 750.

.3. Apparatus and data processing

Visible absorbance spectra were recorded on a PerkinElmer
ambda 45 UV–Vis spectrometer using 1-cm quartz cells and a
lit of 0.5 cm. A short program was written in MATLAB 7.1 for per-
orming principal component analysis of the data and the networks
alculations were performed using nnet–Toolbox for MATLAB 7.1.

.4. Procedure
Three sets of standard solutions containing Cu2+, Co2+, Ni2+ and
n2+ were prepared as calibration, prediction and validation sets.
he correlation between concentrations of the desired cations was
voided. Each set was selected so that the concentrations of the
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Table 1
Composition of calibration, prediction, and validation samples in quaternary mixtures for simultaneous determination of Zn2+, Co2+, Ni2+ and Cu2+with ANNs

Concentration (mg L−1)

Calibration set Prediction set Validation set

Zn2+ Co2+ Ni2+ Cu2+ Zn2+ Co2+ Ni2+ Cu2+ Zn2+ Co2+ Ni2+ Cu2+

5.0 5 4 4 2 4 5.2 5 4 4 3 2
8 5 5.1 5 2 2 2 2.2 4.2 3 2 1
4 2 5.1 5 2 2 2 2 3 3.2 3 3
1 10 1 4.5 4 1 2.2 4 2 3.2 5 2
2 2 3 2 5.1 2 2 3.1 2 5 10 5.2
4 4 5 5 5 5.1 6 4 10 10.2 3 5
5 4 4 4 3 2 6 3 10 2 1 6

10 2 2 4.5 10 2 2.2 6
1 5 8 3 2 10 6 2
3 2 1 4 6 2 4 4.5
6.2 5 3 2 2 5 5.1 5.1
6 2 1 2 3.2 10 10 5
3 5 6.1 6 2.5 2 1 10
2.5 5.1 4 4 1 1 3 5
4 2 4 3
4 2 1 3
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3.1. Spectra and composition of complexes

Fig. 1 shows the absorption spectra for Zn-PATS, Cu-PATS, Co-
PATS and Ni-PATS complexes at pH 10.0 in wavelength range
6 3 3 2
2.5 6 1.5 7
5 3 2 2
4 1 1 3

nalytes were approximately covered the entire ranges of the ana-
ytes. Appropriate amounts of Zn2+, Cu2+, Co2+ and Ni2+ solutions,
.0 mL buffer solution and 0.8 mL of 0.023 mol L−1 PATS solution
ere added to a 5.0 mL volumetric flask. The flask was made up

o the mark with water and allowed to stand for 60 min. A portion
f the solution was transferred into a 1 cm quartz cell to record
he absorbance spectra against a blank solution in the wavelength
ange 300–500 nm with 1 nm intervals. Calibration, prediction and
alidation sets contained 20, 14 and 7 samples, respectively. Table 1
hows the three sample sets.

.5. Preparation of multivitamin tablet sample

Ten tablets were weighted and powdered in a mortar. A tablet
mount and 2 mL concentrated HNO3 was transferred to a 50 mL
ask and diluted to the mark with doubly distillated water. The
ontent of the flask was mechanically shaken for a period of 30 min
nd filtered. After that the developed methods were applied to the
nal solution [20].

.6. Preparation of tea leaves samples

A 0.2 g of the sample was taken in a beaker and dissolved in con-
entrated nitric acid (5 mL) with heating. The solution was cooled,
iluted and filtered. The filtrate was made up to 100 mL with dis-
illated water in a volumetric flask. This solution was applied for
nalysis [50].

.7. Preparation of vegetable and foodstuff samples

Lettuce, cabbage, soybean meal, burley and spinach samples
vailable on the local markets in Hamadan were purchased for
nvestigation. First, lettuce, cabbage and spinach samples were
leaned with tap water and double distilled water. Then, the sam-
les were dried at 110 ◦C. Each of the dried varieties of samples
ere ground to reduce particle size and then thoroughly mixed
o ensure homogeneity samples individually. Masses of 500 mg of
abbage, lettuce, spinach, and burley and soybean meal were trans-
erred into separate 250 mL beakers and 5 mL of 0.5 mol L−1 nitric
cid was added to moisten the samples thoroughly. This was fol-
owed by adding 10 mL of concentrated nitric acid and heating on a

F
(

ot plate (130 ◦C) for 3 h. After cooling to room temperature, 5 mL of
oncentrated perchloric acid was added drop wise. The beaker was
eated gently until completion of sample decomposition resulting

n a clear solution. This was left to cool down and then was trans-
erred into a 100 mL volumetric flask by rinsing the interior of the
eaker with small portions of 0.1 mol L−1 nitric acid and the solution
as filled to the mark with the same acid [51].

. Results and discussion
ig. 1. Spectra for Schiff base (5 × 10−4 mol L−1) and its complexes with Ni2+

5.0 mg L−1), Co2+ (5.0 mg L−1), Cu2+ (2.0 mg L−1) and Zn2+ (2.0 mg L−1).
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Fig. 2. Effect of pH on �A signals of Ni2+ (×), Co2+ (©), Zn2+ (�), Cu2+ (�).

00–500 nm. The composition of complexes was determined
y continuous variation method. Job’s plot for Zn2+, Cu2+, Co2+

nd Ni2+ complexes confirmed a 1:1 (M:L) composition for
ll the investigated complexes. As Fig. 1 shows, the absorp-
ion spectra of the complexes overlap, and therefore the metal
ons interfere in the spectrophotometric determination of each
ther.

.2. Influence of experimental factors

The overall processes are influenced by pH of the solution, con-
entration of Schiff base and time of the reactions which affect the
bsorbance of the colored products. So, the various experimental
arameters affecting the development of the colored complexes
ere carefully studied and optimized.

.2.1. Effect of pH
The complex formation reactions of metal ions with PATS

epend on pH. In order to find the optimum pH, the effect of
H in the range 3–11 on the complex formation reactions of a

onstant concentration of each cation with PATS was investigated
Fig. 2). pH studies were carried out using sodium acetate–acetic
cid (pH 3.4–6.5), ammonium chloride–ammonia and phosphate
uffers (pH 7.0–11.0). From the results, it was observed that the
omplexes exhibit maximum absorbance in the pH range 9.5–10.5.

d
c
a
a
o

able 2
ptimized parameters used for construction of PC-FFNNs and ANNs for simultaneous det

arameter Method Zn2+

nput nodes PCFFNNs 8
FFNNs Original sets

idden nodes PCFFNNs 4
FFNNs 5

utput nodes PCFFNNs 1
FFNNs 1

earning rate PCFFNNs 0.01
FFNNs 0.01

omentum PCFFNNs 0.001
FFNNs 0.001

umber of iteration PCFFNNs 520
FFNNs 1200

idden layer transfer function PCFFNNs Logsig
FFNNs Logsig

utput layer transfer function PCFFNNs Purelin
FFNNs Purelin
ig. 3. Effect of PATS concentration on �A signals of Ni2+ (×), Co2+ (©), Zn2+ (�),
u2+(�).

ence, further studies were carried out at pH 10.0 of ammonia
uffer solution.

.2.2. Effect of reagent concentration
The effect of PATS concentration over the range 4.6 × 10−4 to

.0 × 10−3 mol L−1 on the determination of 2.0 mg L−1 each of Zn2+,
u2+, Co2+ and Ni2+ ions at pH 10.0 buffer solution was studied
o obtain the maximum color formation. As Fig. 3 shows, it is
pparent that lower concentrations of PATS lead to lower complex
ormations. Therefore from the absorbance values, it was observed
hat, 3.23 × 10−3 mol L−1 PATS, eightfold excess over maximum
oncentration of metals, was sufficient to get maximum complex
ormation.

.2.3. Time effect
To measure completeness of complex formation reaction, the

bsorbance values of metal-PATS complexes were monitored at

ifferent intervals of time. For Zn ion, complex formation was
ompleted after 20 min but for Cu2+ it was completed after 35 min
nd for Ni2+ and Co2+ it was completed after 60 min. Therefore,
bsorption measurements were performed at 60 min after mixing
f reagents.

ermination of Zn2+, Co2+, Ni2+ and Cu2+

Co2+ Ni2 Cu2+

7 5 8
Original sets Original sets Original sets

5 3 5
5 5 7

1 1 1
1 1 1

0.01 0.01 0.01
0.01 0.01 0.01

0.001 0.001 0.001
0.001 0.001 0.001

520 520 520
1200 1200 1200

Tansig Logsig Logsig
Tansig Logsig Logsig

Purelin Purelin Purelin
Purelin Purelin Purelin
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Table 3
RMSEP% values for prediction samples for determination of Zn2+, Co2+, Ni2+ and
Cu2+with PCFFNNs and PCRBFNs

Method RMSEP (%)

Zn2+ Co2+ Ni2+ Cu2+

PCFFNN 4.81 3.37 3.51 1.24
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son of PCFFNNs with ANNs models shows that the PCFFNNs models
appear the shorter training time because of the fewer input nodes
and iterations. Subsequently, RMSEP% values of ANNs models are
shown in Table 3. RMSE% values in ANNs models were worse than

Table 4
Effect of foreign ions on the simultaneous determination Zn2+, Co2+, Ni2+ and Cu2+

(4.0 mg L−1 of each metal ion)

Foreign ion Tolerance limit (mg L−1)

Na+, K+ 1000
F− , SO4

2− , SCN− , C2O4
2− >200

CH3CO2
− , NO3

− >500
Thiourea 600
ig. 4. Plots of RMSEP% as a function of SPREAD value for Ni2+ (×), Co2+ (�), Zn2+

�), Cu2+ (—) for construction of RBFN.

.3. Individual calibration graphs

A set of sample solutions with different metal ions concentra-
ions were prepared and measurements were carried out under
he optimum conditions according to the experimental proce-
ure described in Section 3.2. The calibration curves of four
nalytes measured at different ranges were linear in the ranges
.5–12.0 mg L−1, 1–10.0 mg L−1, 0.5–8.0 mg L−1, 1.0–10.0 mg L−1,
.0–7.0 mg L−1, and 1.0–12.0 mg L−1 for Zn2+, Co2+, Ni2+ and Cu2+,
espectively. Typical equations of the calibration curves were as
ollows: A = 7.88 × 10−2C + 2.3 × 10−3, r2 = 0.9979; A = 8.81 × 10−2C
1.7 × 10−2, r2 = 0.9997; A = 8.92 × 10−2C + 2.5 × 10−3, r2 = 0.9995
nd A = 1.81 × 10−1C + 2.0 × 10−2, r2 = 0.9989 for Zn2+, Co2+, Ni2+ and
u2+, respectively. Where C is the concentration of metal ions in
g L−1. Limit of detection (LOD) were determined as 0.056, 0.098,

.123 and 0.108 mg L−1 for Zn2+, Co2+, Ni2+ and Cu2+, respectively.
lso, limit of quantitation (LOQ) was determined as 0.186, 0.320,
.410 and 0.360 mg L−1 for Zn2+, Co2+, Ni2+ and Cu2+, respectively.

.4. Optimizing the network variables in PCFFNNs

ANNs are mathematical or computational models based on bio-
ogical neural networks. They consist of an interconnected group
f artificial neurons and process information using a connectionist
pproach to computation. For the optimization of a neural network,
trial and error method has to be used to find the best neural net-
ork architecture. One layer of nodes in the output layer is common

opological suggestions, when an ANN is used as a model of cal-
bration. In this study some factors such as number of principal
omponents, number of nodes (neurons) in hidden layer, learning
unction and number of epochs were optimized.

Performance of methods were tested with root mean square
rrors prediction (RMSEP), using synthetic solutions of metal ions
s prediction set. The results obtained in the quantification of the
amples in the training and prediction sets are expressed as

MSEP =
√∑n

i=1(ŷi − yi)
2

n
(1)

here ŷi and yi are the desired output and the actual output sets,
espectively, and n is the number of prediction set samples. Reduc-
ng the data volume before using ANNs for multivariate calibration
as suggested as a preprocessing step in many of the previous
tudies [27,52].
If the number of weights exceeds the number of samples for the

raining of ANN to some extent, “over fitting” may be caused [53].
lso, in the case of a high number of input variables meaningful
ariables could be hidden [54], the probability of chance correla-

T
M
A
F
H

FNNs 6.80 6.89 5.23 5.44

CRBFNs 1.45 1.53 1.15 0.72
BFNs 3.32 3.08 3.15 2.66

ion increases [55], and may prevent ANN from finding optimized
odels [56]. Therefore, PCA input selection is necessary in order to

mprove the predicted results of different ANN.
In this work, spectrophotometric data were employed in differ-

nt kinds of ANN to predict the concentrations of the corresponding
nalytes.

Therefore, the spectrophotometric data, before building the
NNs models, were subjected to principal component analysis
nd decomposed to PC scores. The numbers of input nodes were
elected as optimal numbers of PC scores. The FFNN including one
o ten PC scores were trained. The lowest RMSEP% values were
btained with eight, seven, five and eight input factors for Zn2+,
o2+, Ni2+ and Cu2+, respectively. In order to determine the optimal
umber of hidden layer networks, neural networks with differ-
nt numbers of hidden nodes were trained. The number of hidden
odes was varied from one to ten to train the networks. According
o RMSEP% values versus the number of hidden layer nodes, the best
umber of hidden layer nodes were four, five, three and five for Zn2+,
o2+, Ni2+ and Cu2+, respectively. To get the best network architec-
ure, different transfer functions in hidden and output layer were
lso tested. The best transfer functions as well as some other param-
ters such as number of epochs, learning rate and momentum are
ummarized in Table 2. In order to predict metal ions concentra-
ions in prediction set, ten times replications were performed in
ptimum conditions and finally the RMSEP% values were calculated
nd applied for comparing the applicability of the methods.

Simultaneous determination of four metal ions was studied with
ptimized architecture of Zn2+(see Table 2). The RMSEP% results
ere more than 10 for Ni2+, Co2+ and Cu2+ and more than 6 for Zn2+

ons. It may be due to complications caused by multicollinearity
rom the independent variables. These results showed that the best
esults could be calculated when optimized architectures for each
etal ion were used.
In order to compare the PCFFNNs models with FFNNs, orig-

nal spectrophotometric data, as input nodes, were subjected to
FNNs. The topology parameters were shown in Table 2. Compari-
hioacetamide 150
n2+ 70

g+ 20
e3+ 10
g2+, Pb2+ 2
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Table 5
Simultaneous determination of Zn2+, Co2+, Ni2+ and Cu2+ in different vegetable and foodstuff samples by proposed methods and flame atomic absorption spectrometry (FAAS)
as a standard method (mg g−1)

Metal Method Sample

Tea Spinach Lettuce Cabbage(1) Cabbage(2) Soybean meal Barley Tablet

Zn2+ FFNN 0.058 0.136 0.080 0.058 0.075 0.068 0.226 0.042
RBFN 0.058 0.139 0.069 0.056 0.075 0.076 0.268 0.038
FAAS 0.054 0.132 0.072 0.054 0.064 0.078 0.300 0.036

Co2+ FFNN 0.703 0.028 0.240 0.036 0.056 0.601 0.120 –
RBFN 0.690 0.029 0.228 0.034 0.052 0.481 0.167 –
FAAS 0.722 0.033 0.204 0.033 0.048 0.460 0.146 NDa

Ni2+ FFNN 0.128 0.148 0.048 0.180 0.063 0.072 0.168 –
RBFN 0.128 0.145 0.045 0.168 0.062 0.082 0.140 –
FAAS 0.132 0.145 0.036 0.162 0.076 0.076 0.141 ND

Cu2+ FFNN 0.072 0.222 0.005 0.100 0.025 0.007 0.025 0.218
0.115
ND
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RBFN 0.070 0.194 0.003
FAAS ND 0.196 ND

a ND: not detected.

hose in PCFFNNs models. The results indicate the PCFFNNs models
ave more advantages over ANNs models.

.5. Optimizing the network variables in PCRBFNs

RBFNs typically have three layers: an input layer, a hidden layer
ith a non-linear RBF activation function and a linear output layer.
ue to pure estimation by using too low hidden layer units or over
tting of data by using many hidden layer units, the challenge of
esigning an RBFN, lies in properly placing the best values of vari-
bles which affected performance of RBFN.

The two primary variables are the number of hidden units and
he Gaussian SPREAD. By the exact fit type of radial basis function
etworks (from ANN Toolbox of MATLAB version 7.1); the numbers
f hidden nodes are equal to the number of nodes in the input layer.
he best value of the SPREAD is the value that entire input space of
nterest is covered with minimum overlap. Finding optimal values
s usually made empirically, rather than through automatic training

ethods. So PC scores from application of PCA on spectral data were
sed as input variables. RMSEP% for the prediction of the complexes
t the number of inputs from one to ten, and SPREAD values of
.0001–1 were investigated. Four PC scores for Zn2+, Ni2+ and Cu2+

nd three PC scores for Co2+ were used as input variables. Based
n the data in Fig. 4, the SPREAD value of 0.05 was used for Zn2+

nd Ni2+ and, a value of 0.01 was used for Co2+and Cu2+ in the final
rained PCRBFN networks. Concentrations of Zn2+, Co2+, Ni2+ and
u2+ were estimated in optimal parameters after three replicates.
he RMSEP% values of the results were calculated and are given in
able 3.

Original spectrophotometric data as input nodes were subjected
o RBFNs and the obtained results of this method were compared
hose obtained by PCRBFNs. In this case the SPREAD values was
sed as the same values used in PCRBFNs and RMSEP% values of
NNs models was calculated. As Table 3 shows, RMSEP% values in
NNs models were worse than those obtained in PCRBFNs models.
herefore, PC-FFNNs or PCRBFNs models advantageous over ANNs
odels.
As Table 3 shows, improvements in the estimated RMSEP% were

bserved when RBFN was applied instead of FFNN. In the case of
sing RBFN, the obtained results from repetition of training proce-

ure for each condition were the same. Also comparing the RMSEP%
btained by two networks (Table 3) shows that the RBFNs can pre-
ict concentration of analytes better than FFNNs. This is due to
tilizing better local distribution of the training samples and less
arameters in optimization. Fast training and producing similar

S
T
t
t
d

0.022 0.006 0.024 0.225
ND ND ND 0.251

rediction values causes the stability of the network and very fast
onvergence in each network repetition. Therefore the precision
nd accuracy of RBFNs results are better than FFNNs results.

.6. Study of interferences

The effects of foreign species on the simultaneous determination
f Zn2+, Co2+, Ni2+ and Cu2+ were investigated by measuring the
bsorbance of the solutions containing 4.0 mg L−1 of each metal
on in the presence of various amounts of other ions. The tolerance
imit was taken as the amount of added ion causing less than 5%
elative error in the determination of Zn2+, Co2+, Ni2+ and Cu2+.
able 4 summarizes the maximum tolerances of the investigated
ations and anions.

.7. Applications

Application of the proposed methods to the analysis of synthetic
ixtures (Table 2) showed satisfactory results for the simultane-

us determination of Zn2+, Co2+, Ni2+ and Cu2+. To demonstrate
he applicability of the optimized methods to real samples, it was
pplied to the simultaneous determination of Zn2+, Co2+, Ni2+ and
u2+ in lettuce, cabbage, soybean meal, burley, spinach, multivi-
amin tablet and tea leaves, which contain desired elements in
ifferent amounts. The concentration of Zn2+, Co2+, Ni2+ and Cu2+

ere determined by the FFNNs and RBFNs. Concentrations of Zn2+,
o2+, Ni2+ and Cu2+ in the samples were also determined by flame
tomic absorption spectrometry (FAAS). The results are given in
able 5. The amounts of metal ions obtained by the proposed meth-
ds were in good agreement with those obtained by FAAS. Moreover
he calculated results proved that the proposed neural networks
pproach based on the PCA input selection was suitable for the
imultaneous determination of Zn2+, Co2+, Ni2+ and Cu2+ in complex
ixtures.

. Conclusion

Simultaneous determination of Zn2+, Ni2+, Co2+ and Cu2+ directly
erformed by spectrophotometric measurements using a new

chiff base, as an analytical reagent, and chemometric modeling.
wo networks (PCFFNNs) and PCRBFNs) were optimized and used
o the determination of Zn2+, Ni2+, Co2+ and Cu2+. This study showed
hat the RBFN and FFNN are efficient methods for simultaneous
etermination of mixtures of Zn2+, Ni2+, Co2+ and Cu2+.
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High analytical potential of the ANNs created satisfactory
esults. A comparison between PCRBFNs and PCFFNNs shows that
n RBFNs less parameters should be optimized. Also training proce-
ures in RBFNs are faster than those in PCFFNNs. So reproducibility
nd lower training time of networks in the PCRBFNs are among
he main advantage of these networks compared to PCFFNNs. The
tructure of the PCRBFNs and PCFFNNs were simplified by using the
orresponding important principal components as input variables
nstead of original spectral data. Totally, comparison of constructed
etworks showed that the results obtained by PCRBFNs are better
han those obtained by PCFFNNs and also PCRBFNs created, surpris-
ngly, lower RMSEP% values. The methods offer good procedures
or the analyzing of complex mixtures, using simple spectropho-
ometer, which is available in most laboratories and without any
eparation steps.
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A correlation has been developed for the determination of 235U/238U atom ratio in uranium samples
using liquid scintillation counting (LSC). The 235U/238U atom ratio determined by thermal ionization mass
spectrometry (TIMS) was correlated to the ratio of (i) �-count rate and (ii) Cerenkov count rate due
to 234mPa in the sample; both measured by LSC. This correlation is linear over the range of 235U/238U
atom ratio encountered in the nuclear fuel samples, i.e. the low enriched uranium (LEU) samples with
235U < 20 atom%. The methodology based on this correlation will be useful for the quick determination
and verification of 235U/238U atom ratios in fuel samples using cost effective technique of LSC.
Uranium
Liquid scintillation counting
Cerenkov radiation
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. Introduction

Determination of isotopic composition and concentration of
ranium (U) is very important in nuclear industry due to its strate-
ic importance. Moreover, low enriched uranium (LEU < 20 atom%
35U) is used as a nuclear fuel in light water reactors such as boil-
ng water reactor (BWR) and pressurized water reactor (PWR).
etermination of the isotopic composition and the trace elemental
omposition in the nuclear fuel is an important step for the chem-
cal quality assurance of the reactor fuel. These data are used to
alculate the fissile content of the fuel in the reactor.

Thermal ionization mass spectrometry (TIMS) is a well-
ecognized technique for the determination of isotopic composition
f U in different matrices [1]. Other mass spectrometric techniques
uch as inductively coupled plasma mass spectrometry (ICP-MS),
econdary ion mass spectrometry (SIMS) and glow discharge mass
pectrometry (GDMS) can also be employed for the isotopic analysis
f uranium [2–4]. In the event of non-availability of mass spec-
rometer, radiometric techniques such as alpha spectrometry [5]

nd gamma spectrometry [6] can also be employed. However, these
adiometric techniques have limited applicability since the data on
ll the U isotopes cannot be obtained.
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Development of isotope correlations is promising since it is pos-
ible to obtain the data on the amounts of different isotopes with
inimal experimental effort employing simple experimental tech-

iques such as alpha spectrometry and liquid scintillation counting
LSC). The correlations are also useful for obtaining the isotopic
omposition data when the amount of sample available is limited
nd is just sufficient to quantify major isotopes namely, 235U and
38U using mass spectrometry. Moreover, since the sample prepa-
ation steps involved for LSC are minimal, the correlation can be
mployed for obtaining the isotopic composition data in a cost
ffective manner.

A methodology for determining 234U/238U in U samples using
SC has been reported recently [7]. In this method, the spectra were
e-convoluted for obtaining the contribution of 234U and 238U and
he 234U/238U alpha activity ratio was then correlated to % enrich-

ent of 235U in the sample. Certified reference materials up to
35U enrichment of 5% were used for developing this methodology,
hich gave satisfactory results except for the most depleted sample.
hen considering 235U contents greater than 0.26%, the average

iscrepancy with respect to the reference values was 3.5% (with a
aximum of 6.4%). This methodology showed a general tendency

o under-estimate 235U which was attributed to the approximation
f neglecting the contribution of 235U decays present in the region

etween the 238U and 234U peaks. The activity due to 235U was
ssumed to give a greater contribution to the 238U peak than to the
34U peak.

LSC method has also been reported for the determination
f U, using Cerenkov counting [8]. The daughter product 234Pa
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present case of synthetic samples, a linear correlation was obtained
for the entire range of 235U/238U atom ratio of LEU samples, the
same may not be the case for samples with much higher enrich-
ments, since the 235U/234U atom ratio may not be independent of
92 D. Alamelu, S.K. Aggarwa

T1/2 = 6.70 ± 0.05 h) [9] in the decay series of 238U is in secu-
ar equilibrium with 238U and this equilibrium is established in
round 240 days. 234mPa with a half-life of 1.17 min has a ˇmax

f 2.269 ± 0.004 MeV [9] and hence can produce scintillations due
o Cerenkov radiation, in solutions with suitable refractive index.

hen natural U is considered, this radiation can be correlated to
he amount of U using suitable calibration. In the above reported
ork, it was found that there was no effect on Cerenkov effi-

iency with volume of scintillator, while the efficiency increased
ith increase in acidity of the solution. It was also observed that

here was no interference due to in-growth of the daughter prod-
cts of the other isotopes of U while using Cerenkov counting. The
erenkov counting efficiency was determined as 62.35% which is
igh in comparison to the other radiometric methods such as alpha
pectrometry. It was also reported that the Cerenkov counting could
e useful when the amount of uranium used is sufficiently high for
nalysis.

In this paper, we discuss the application of LSC for determination
f 235U/238U atom ratio in enriched U fuel samples using Cerenkov
ounting in 0.1 M HNO3 for determining 238U in the sample and the
otal � counts due 234U, 235U and 238U by LSC. The ratio of total �
ount rate observed to Cerenkov count rate in the same aliquot was
hen correlated to the 235U/238U atom ratio determined by TIMS.
he correlation was found to be linear over the entire range of
amples used in the study (1–15 atom% of 235U).

. Experimental

Nine synthetic fuel samples of low enriched uranium (LEU) with
35U content in the range of 1–15 atom% were prepared by mixing
atural uranium and NIST CRM-500. Of the nine samples, seven
amples were used for obtaining the calibration and two were used
s unknowns for checking the validity of the correlation. The ura-
ium samples were purified from most of the daughter products
y anion exchange procedure using Dowex 1 × 4 in 4 M HCl, where
nly U is held while Th and Pa are washed out in the effluent. After
oading of U, the column was washed sufficiently with 4 M HCl to
emove Th and Pa. Uranium was eluted from the column with 0.1 M
NO3.

The U solution in 0.1 M HNO3 was loaded onto the sample fila-
ent, which is made of high purity rhenium, of the double filament

ssembly. The 235U/238U and 234U/238U atom ratios were obtained
sing a Finnigan MAT-261 (Bremen, Germany) TIMS equipped with
ulti Faraday cup detection system employing static mode of
ulti-collection. The sample and the ionization filaments were

eated to appropriate temperatures corresponding to heating cur-
ents of 2.2 and 6 A, respectively, for obtaining sufficient intensity
f U+ ions at m/q 235 and 238. The mean value of 235U/238U atom
atio was determined by taking average of data from three blocks,
ach block consisting of 10–12 peak scans.

The purified uranium solution was then taken in the LSC vial for
SC counting after a period of 7 days from the completion of elution.
he rationale for choosing this time gap is later discussed in this
aper. However, it is to be noted that in case of actual enrichment
amples, the separation procedure need not be performed, since
he date and time of sampling can itself be used as the time of sep-
ration of uranium from its daughter products. In such cases, care
hould be exercised to account for different quench levels between
nknown samples and calibration standards while doing Cerenkov

ounting as well as LSC. For determination of 238U using Cerenkov
adiation, about 100 �L of U solution was taken in a glass scintil-
ation vial. 5 mL of 0.1 M HNO3 was added to these samples. The
amples were kept in slightly acidic medium to avoid any precipi-
ation of uranium. The Cerenkov radiation was then monitored in F
nta 77 (2009) 991–994

he 0–50 keV region of the multi-channel analyser (MCA) cover-
ng an energy range of 0–2000 keV using a low background Liquid
cintillation Spectrometer (Packard Tri-Carb 2900 TR) for 10 min
o reduce the statistical uncertainties in counting. 12 mL of Ultima
old AB scintillator [di-isopropyl naphthalene (DIN)-based] was

hen added to the solution in the same vial. The mixture was sub-
ected to ultra-sonication for complete mixing of aqueous phase

ith the scintillation cocktail and the vial was counted again in
he LSC system for one minute and the counts in the 70–250 keV
egion of the MCA of the LSC system, which corresponded to the
otal �-count rate of the different U isotopes were recorded. It may
e mentioned that Ultima Gold AB which is particularly useful to
iscriminate � and � was used in the present work since this was
eadily available to us without any specific advantage of � and �
iscrimination. In the present case, we found that it was also not
ecessary to apply �-� discrimination for determining the �-count
ate in the sample, and hence no �-� discrimination was employed
n the present work.

. Results and discussion

Fig. 1 shows the increase in the activity, calculated using the
ateman’s formula, of the daughter product 234Pa in the 238U decay
eries as a function of time after purification using T1/2 values of
24.1 ± 0.03) d and (6.70 ± 0.05) h for 234Th and 234Pa, respectively
9]. As can be seen, secular equilibrium between 238U and 234Pa is
btained in around 240 days. Based on these calculations, it can
e seen that the increase in the activity of 234Pa is around 17% of

ts equilibrium concentration in 7 days after purification and may
e used for the determination of 238U in the sample without the
ttainment of secular equilibrium. This growth period is also suf-
cient to reduce the uncertainty due to small differences (of a few
ours) on the time elapsed between purification and starting of the
erenkov counting of the actual samples.

Fig. 2 shows the correlation obtained between 235U/238U atom
atio and the ratio of �-count rate (cpm) and Cerenkov count rate
cpm) in the present work. The increase in the �-count rate would
e due to increase in both 234U as well as 235U atom% abundances,
hich would also be a case in actual enrichment samples. As can

e seen, the correlation is linear over the range of 235U/238U atom
atios (0.02–0.16) of the mixtures used for study. Although in the
ig. 1. Increase in the activity of 234Pa as a function of time elapsed after purification.
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It may also be noted that the time of starting the counting of the
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ig. 2. Correlation between 235U/238U atom ratio and the ratio of total �-count rate
o Cerenkov count rate.

he 235U enrichment level and would also be dependent on the
nrichment process employed.

Table 1 gives the data obtained on Cerenkov count rate and
-count rate for the synthetic samples. It is to be noted that

he Cerenkov count rate was renormalized using the data from
ig. 1 to obtain the equilibrium concentration of 234Pa. The table
lso includes the data on SIS (spectral index of the sample) and
SIE (transformed spectral index of the external standard 133Ba
-source, (half-life 10.53 year; E� 0.356 MeV)) for the synthetic
amples used. Both these parameters are generally used to measure
he quench level; the latter (tSIE) being more versatile [10]. This is
ecause the value of SIS which reflects the end point or maximum
nergy of the sample pulse height spectrum as well as the mag-
itude and shape of the spectrum depends not only the end point
nergy but also on the level of activity in the sample. The higher the
nd point energy, smaller is the quench correction and higher the
ctivity, more accurate is the value of SIS. Even though the SIS value
ay change appreciably due to quenching when dealing with high

nergy �-radiation, but there is no marked effect on counting effi-
iency of the sample. In the present work, an SIS value of about 20
orresponds to an efficiency between 60 and 70% for the Cerenkov

adiation. The value of tSIE is independent of the activity level in the
ample as well as is independent of the radioisotope involved. The
alue of tSIE ranges from 1000 (for unquenched cocktail mixture)
o about 100 (for highly quenched samples).

s
t
n
e

able 1
hermal ionization mass spectrometric (TIMS) and LSC data of different synthetic sample

ample number Cerenkov count
rate (cpm) (A)

SISa of samples for
Cerenkov counting

Total �-count
by LSC (cpm)

1993 22.43 21,955
305 25.79 4,886
302 24.66 6,669

1678 22.82 56,794
2133 21.95 87,038
1764 22.29 81,603
447 24.07 25,240

a SIS denotes spectral index of the sample.
b tSIE denotes transformed spectral index of the external standard.

able 2
etermination of 235U/238U atom ratio in unknown samples by LSC counting and using co

. no. Cerenkov count
rate (cpm)

SIS of samples for
Cerenkov counting

�-Count rate with
cocktail (cpm)

tSIE of samples
counting with c

2706 21.42 76909 324.01
1381 22.72 71159 345.66
nta 77 (2009) 991–994 993

In the present work, the SIS value is a good indicator of quench
evel for Cerenkov radiation since the compton electrons from the
xternal gamma source namely 133Ba for obtaining the tSIE have
uch lower energy in comparison to the �max of 234mPa, the tSIE
ill not be a correct indication of quench level. Hence SIS was used

or indicating the quench level while obtaining the Cerenkov count
ate in the samples.

It is obvious from the data given in Table 1 on SIS and tSIE val-
es that the quenching in the LSC samples is quite significant but

s consistent for all the samples used. It should be noted the vol-
me of the sample has to be optimized for the highest efficiency for
erenkov counting. The quenching can be reduced by using small
olume of acid (upto 100 �L) in the cocktail which is possible when
ufficient amount of U is available. This would also be important
n considering the reduction in the volume of organic radioactive
aste containing U, generated in LSC counting. These problems

ould be circumvented by performing two separate measurements,
ne for obtaining Cerenkov count rate using significant amount
f U in solution and the second using the same uranium sample
100 �L) on weight/volume basis for obtaining the �-count rate.
hese were not considered necessary in the present studies since
ur aim was to demonstrate the applicability of the correlation to
EU samples.

The above-developed correlation was then applied for the deter-
ination of 235U/238U atom ratio in the two synthetic samples
hich were used as unknowns. The experimental data obtained

or these samples are shown in Table 2. It is seen that the 235U/238U
tom ratio in these synthetic LEU samples could be determined
ith an accuracy of about 2%.

Though the correlation discussed in this work was obtained
sing synthetically prepared LEU samples, it can be applied to
ctual uranium samples obtained during 235U enrichment by dif-
erent processes. The methodology could not be employed for real
nrichment samples, obtained from natural U as the starting mate-
ial, due to the non-availability of such samples. However, it must
e noted that change in atom% abundances of 234U and 235U would
epend on the enrichment process employed and hence a simi-

ar correlation must be developed for specific enrichment process
rior to employing this methodology.
amples subjected to enrichment and the calibration standards, i.e.
he samples used for developing the above correlation, should be
early the same as far as possible, in case secular equilibrium is not
stablished as was done in the present work. Alternatively, in case

s

rate
(B)

tSIEb of samples
for LSC counting

Total �-count rate/
Cerenkov count rate (B/A)

235U/238U atom
ratio by TIMS

333.64 11.15 0.0222
360.84 17.39 0.0404
359.58 23.99 0.0568
341.28 34.34 0.0847
337.58 41.27 0.1029
338.34 46.90 0.1194
358.71 59.67 0.1586

rrelation given in Fig. 2

for
ocktail

�-Count rate/
Cerenkov count rate

235U/238U atom ratio C/D

Using correlation (C) TIMS (D)

28.68 0.0701 0.0684 1.025
52.44 0.1360 0.1375 0.989



9 l / Tala

o
s
d
v

d
w
a
f

t
i
e

A

c
R
a

t
o

R

[

94 D. Alamelu, S.K. Aggarwa

f differences in the time elapsed after purification for the unknown
amples and the calibration standards, renormalization should be
one to the observed Cerenkov count rate to obtain the equilibrium
alue.

Similar correlations can be developed using the data from irra-
iated fuel dissolver samples for the other U isotopes, e.g. 236U as
ell as for 234U in enriched U samples [11]. These correlations are

lso useful to check the internal consistency of the data on samples
rom the same type of reactor.

It would be interesting to develop and test the correlation men-
ioned in this work, by other laboratories, who are actually involved
n the 235U enrichment work by taking both the depleted and the
nriched U samples.
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a b s t r a c t

This work presents the use of sequential injection analysis (SIA) and the response surface methodology
as a tool for optimization of Fenton-based processes. Alizarin red S dye (C.I. 58005) was used as a model
compound for the anthraquinones family, whose pigments have a large use in coatings industry. The
following factors were considered: [H2O2]:[Alizarin] and [H2O2]:[FeSO4] ratios and pH. The SIA system
was designed to add reagents to the reactor and to perform on-line sampling of the reaction medium,
sending the samples to a flow-through spectrophotometer for monitoring the color reduction of the dye.
The proposed system fed the statistical program with degradation data for fast construction of response
Fenton reaction
Response surface methodology
Alizarin
C

surface plots. After optimization, 99.7% of the dye was degraded and the TOC content was reduced to
35% of the original value. Low reagents consumption and high sampling throughput were the remarkable
features of the SIA system.
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oatings industry

. Introduction

Environmental protection has been an important factor for
evelopment of new coatings technologies [1]. Waterborne sys-
ems, high solid coatings and restriction/elimination of toxic raw

aterial in coatings are just some examples of how the paints
ndustries are dealing with environmental challenges. Most part
f the efforts is dedicated to product development and little atten-
ion has been given to wastewater treatment improvement. A high
apacity coatings industry may generate around 320 m3/month of
ffluent [2], whose quality and possible contaminants may greatly
ary according to specific site production, construction/design or
anagement [3]. Only a recent work [4] was found to deal with

lkydic resin wastewater (a sub product of one of the paint compo-
ents) and the use of advanced oxidative processes (AOP’s) for its
reatment.

AOP’s are processes based on the generation of the hydroxyl rad-
cal, •OH, a species that acts as a strong oxidant to a wide variety
f organic and inorganic compounds [5]. A special kind of AOP is

he Fenton reaction, in which the hydroxyl radical is formed from
he reaction between H2O2 and Fe(II) ions. The hydroxyl radical
an degrade the pollutant to harmless compounds, or even min-
ralize it to CO2, water and inorganic salts [6]. Pignatello et al. [7]

∗ Corresponding author. Fax: +55 11 3815 5579.
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howed the scientific interest on this theme: a search of the key-
ord “Fenton reaction” yielded over 2500 scientific articles since

945.
Response surface methodology is an optimization technique

ased on factorial planning [8,9]. It was introduced around the
950s and has been used with great success for modeling many
ndustrial processes [10]. This methodology was already applied for
he optimization of Fenton reaction parameters [11,12]. Sequential
njection analysis (SIA), a flow technique proposed by Ruzicka and

arshall [13], can be used to reduce reagents consumption, and to
acilitate the execution of experiments necessary for the construc-
ion of the response surface. This technique was already used as a
ool for monitoring metal cations such as Cd(II), Pb(II) and Cu(II)
n wastewater samples from coatings industry [14] and a review of
IA as an alternative approach to process analytical chemistry was
resented by Barnett et al. [15].

Alizarin red S was used as a model compound for the
nthraquinones family, whose pigments have a large use in coatings
ndustry. Before this study, it was found only one article by Iqbal
nd Ashiq [16] dealing with alizarin removal from aqueous solu-
ion by adsorption on activated charcoal. An effluent, however, can
e depurated by adsorption, but the contaminants are only trans-

erred to another phase. At this new phase, the volume to be treated
s lowered, but the degradation problem concerning the pollutants
till remains [17].

The present work shows, for the first time, how a SIA system
an help to define optimum process conditions for degradation of



1082 d.S. Allan C.V., M. Jorge C. / Talanta 77 (2009) 1081–1086

Fig. 1. Sequential Injection Analysis manifold for optimization of Fenton reaction.
SP, syringe pump; RV, rotary selection valve; SV, solenoid valve for “in” and “out”
positions of the system; HC, holding coil (3 m long, 0.8 mm i.d.); CS, carrier solution
(deionized water); DET, spectrophotometric detector; MC, mixing coil (polyethylene,
25 cm, 2 mm i.d.); FS = 50 mmol L−1 FeSO4 solution; HS = 200 mmol L−1 H2O2 solu-
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Table 2
Complementary data for the in line construction of the calibration curve.

In line standard
concentration (�mol L−1)

Volume (�L)
for step 3

Volume (�L)
for step 4

Volume (�L)
for step 10

10 65 435 775
25 120 280 750
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ion; W, waste; BE, beaker containing 50 mL of 0.100 mmol L−1 alizarin stock solution
nder continuous stirring; SS = 0.100 mmol L−1 alizarin stock solution (calibration
ode); DS, dilution solution (deionized water adjusted with HNO3 to desired pH).
ote: Alizarin stock solution previously adjusted with HNO3 to desired pH.

lizarin red S using Fenton reaction with the help of the response
urface methodology.

. Experimental

.1. Reagents

All reagents were of analytical grade and the working solutions
ere prepared in deionized water obtained from a Simplicity 185

ystem from Millipore coupled to an UV lamp (Millipore, São Paulo,
P, Brazil).

Alizarin red S, specifically alizarinsulfonic acid sodium salt,
olecular formula C14H7NaO7S (CAS 130-22-3) and molar mass

f 342.26 g mol−1 was acquired from Merck (Merck Brazil, Rio de
aneiro, RJ).
Iron sulfate stock solution was prepared by dissolving
eSO4·7H2O salt. This stock solution was purged with N2 and pro-
ected from atmospheric O2, thus avoiding rapid oxidation of Fe(II).
ny pH adjustments (sample or standard solutions) were per-

ormed only with HNO3.

a
i
(
E
s

able 1
equence of steps for in line construction of the calibration curve.

tep SV RV port SP Volume (

1 In – Aspirate to syringe 3000
2 Out 8 Aspirate air to HC 50
3 Out 1 Aspirate SS to HC
4 Out 2 Aspirate DS to HC
5 – – Repeat steps 3 and 4 –

6 Out 8 Aspirate air to HC 200
7 Out 7 Dispense to MC 1000
8 Out 7 Aspirate to HC 900

9 – – – –
10 Out 5 Dispense to DET

11 – – Delay 10 s –
12 Out 5 Empty syringe –
13 – – – –

a For 100 �mol L−1 in line standard solution preparation, step 5 is not executed. SS and
50 270 230 870
75 390 110 880

100 800 0 800

.2. Apparatus and procedure

A FIAlab 3500 system (FIAlab Instruments, Bellevue, WA, USA)
as used in all experiments in the sequential injection mode

ccording to Fig. 1. Solutions were driven by a 5.00 mL syringe
ump (SP) and an eight port rotary valve (RV) (Valco Instrument
o., Houston). The holding coil (HC) was made of 3 m of Teflon
polytetrafluoroethylene, PTFE) tubing (0.8 mm i.d.). Connections
rom port 5 to the flow detection cell and from port 1 to the sample
eaker were made of 53.5 and 42 cm long PTFE tubings, respectively
0.8 mm i.d.). The mixing coil (MC) was made of 25 cm of polyethy-
ene tubing (2 mm i.d.). All other tubing connections were made of
.8 mm i.d. PTFE tubing and PTFE nuts and ferrules (Upchurch, Oak
arbor, WA, USA). A Micronal B382 spectrophotometer (Micronal,
ão Paulo, SP, Brazil) was used as detector fitted to a 10 mm light
ath length flow cell with 80 �L of internal volume from Hellma
Hellma GmbH & Co. Mülheimheim, Baden, Germany), performing
bsorbance measurements at 422 nm. Spectral curve was previ-
usly obtained in a Hitachi spectrophotometer model U-3000 using
quartz batch cell of 10 mm optical path length.

From a 100 �mol L−1 alizarin standard solution, the SIA system
an generate a five points calibration curve by dilution of this stan-
ard in the MC and HC using the monosegmented flow approach
14,18]. To perform this task, suitable volumes of the standard and
iluting solutions (SS and DS, respectively) are aspirated to HC,
s described in Table 1, forming 800 or 1000 �L monosegments
Table 2). To facilitate the homogenization of the monosegment,
he total volumes of SS and DS are fragmented twice (steps 3 and
, Table 1) using the volumes described in Table 2, generating

−1
lizarin concentrations from 10 to 100 �mol L . Homogenization
s improved by pumping the monosegment toward the mixing coil
MC, Fig. 1) and then aspirating it back to HC (steps 7 and 8, Table 1).
ven with these steps the homogenization is not complete in all
olution elements of the monosegment, so that the absorbance

�L) Flow rate (�L s−1) Comments

200 Aspirate CS into the syringe
75 Starts forming the monosegment
75 See Table 2 for SS volume
75 See Table 2 for DS volume

– Completes the sequence of SS and DS
zonesa

75 Forms the monosegment inside HC
100 Homogenization of the monosegment
100 Completes homogenization of the

monosegment, leaving part of the
bubble in MC

– Start data acquisition
75 See Table 2 for dispensed volume.

Monosegment directed to detector for
absorbance readings

– Data acquisition period
200 Cleans detection system

– Stop of data acquisition

DS were fractioned twice to improve homogenization.
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Table 3
Sequence of steps to perform Fenton reagents addition and subsequent reaction monitoring by SIA (spectrophotometric detection).

Step SV RV port SP Volume (�L) Flow rate (�L s−1) Comments

1 In – Aspirate to syringe 500 200 Aspirate CS into the syringe
2 Out 8 Aspirate air to HC 350 50 Separation of CS and FS
3 Out 3 Aspirate FS to HC 50 See Table 4 or 6 for FS volumes
4 Out 1a Dispense FS to BE 50 Consider 300 �L + volume of step 3, so that air

fills the port 1 tubing
5 Out 1a Aspirate air to HC 280 50 Aspirates part of the air to HC, starting the

segmentation of the next step.
6 Out 6 Aspirate HS to HC 50 See Table 4 or 6 for HS volumes
7 Out 1a Dispense HS to BE 50 Consider 300 �L + volume from step 6, leaving

air in the port 1 tubing
8 Out 4 Empty syringe – 200 End of reaction mixture preparation
9 In – Aspirate to syringe 3000 200 Aspirate CS into the syringe

10 Out 1a Aspirate BE to HC 250 50 Displaces air inside port 1 tubing, aspirating it
to HC

11 Out 4 Dispense BE to W 500 50 Clean HC (air elimination)
12 Out 8 Aspirate air to HC 50 50 Start segmentation
13 Out 1a Aspirate BE to HC 750 50 Aspirate mixture sample for monitoring

process
14 Out 8 Aspirate air to HC 50 50 Completion of segmentation
15 – – – – – Start of data acquisition
16 Out 5 Dispense to DET 800 50 Monosegment is directed to detector
17 – – Delay 3 seconds – – Data acquisition period
18 Out 5 Empty syringe – 200 Cleans detection system
19 – – – – – Stop of data acquisition
20 Out 8 Aspirate air to HC 300 200 Prepare to purge tubing from port 1
2
2

r
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d
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t
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w
a

1 Out 1a Empty syringe (300)
2 – – Repeat steps 9–21 –

a This port is connected to a tube with capacity of 280 �L.

eadings were made in a previously selected portion of solution
orresponding to the absorbance read for off-line prepared stan-
ards. This portion was defined by the volumes injected in step 10
Table 1) and described in Table 2.

The degradation experiment is performed with 50 mL of
00 �mol L−1 alizarin solutions previously adjusted to the desired
H using only HNO3. The SIA system adds previously defined vol-
mes of 50 mmol L−1 FeSO4 and 200 mmol L−1 H2O2, in this order,

o a beaker containing alizarin solution under continuous stirring.
sing a bubble, reagent solutions are separated from the carrier

olution (water) during this process. By dilution, the final desired
oncentrations of H2O2 and FeSO4 are obtained. For computation

ig. 2. Registered data for construction of a calibration curve consisting of five
lizarin concentration levels: 10, 25, 50, 75 and 100 �mol L−1 at pH 3.5, measured
n triplicate. Data were smoothed by a 10 points adjacent averaging method.
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200 Purges port 1 tubing
– Monitoring of reaction for 9 times

urposes, it is considered that the final volume of reaction mixture
s not significantly varied by addition of the reagents. Finally, the
IA system starts the on-line sampling and analysis of the reac-
ion medium using the monosegmented flow analysis approach
18], performing 10 measurement cycles (monitoring step). Details
bout this procedure are given in Table 3. Besides to each run
ith alizarin, a blank run was also performed and the resulting

bsorbance difference was used for statistical evaluation of the dye
egradation.

For statistical analysis, a face centered central composite
esponse surface was considered; six repetitions were performed
t the central point. All statistic values and graphics were obtained
ith Minitab release 14 software (Minitab Inc., State College, Penn-

ylvania) at a confidence level of 95% (˛ = 0.05).
Analysis of total organic carbon (TOC) was performed in a Shi-

adzu TOC analyzer model 5000A (Kyoto, Japan) in accordance to
tandard methods [19], always as an average of three determina-
ions.

. Results and discussion

.1. General features

The monosegmented flow approach was used to minimize the
ispersion of the Fenton reagents with the carrier solution, assur-

ng quantitative transference from the stock recipients (ports 3 and
of RV, Fig. 1) to the reaction beaker, without significant increase

f the transference volume. The monitoring of the alizarin concen-
ration and the generation of the calibration curve by diluting a
ingle stock solution could be done either by segmented or non
egmented approaches, but we preferred to work using segmenta-

ion. Dimensions of tubing connecting the ports 1 and 5 of RV to the
eaction beaker and flow cell, respectively, were as short as possi-
le to keep the system compact and to avoid long washing times
etween runs. These tubings work as transmission lines between
he reactor and the detector and not as reaction coils. Dimensions
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Table 4
First response surface design.

Run [H2O2]:[Alizarin] [H2O2]:[FeSO4] pH FeSO4
a H2O2

b Color removal (%)

1 4 2 2.5 200 100 36.6
2 10 8 2.5 125 250 76.2
3 10 2 4.5 500 250 32.3
4 4 8 4.5 50 100 17.5
5 7 5 3.5 140 175 58.6
6 7 5 3.5 140 175 58.6
7 10 2 2.5 500 250 89.0
8 4 8 2.5 50 100 4.5
9 4 2 4.5 200 100 38.1

10 10 8 4.5 125 250 67.7
11 7 5 3.5 140 175 58.9
12 7 5 3.5 140 175 58.6
13 4 5 3.5 80 100 19.6
14 10 5 3.5 200 250 85.2
15 7 2 3.5 350 175 59.6
16 7 8 3.5 88 175 37.7
17 7 5 2.5 140 175 63.1
18 7 5 4.5 140 175 55.7
19 7 5 3.5 140 175 59.3
20 7 5 3.5 140 175 58.9
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a Injected volume (�L) of 50 mmol L−1 FeSO4 solution (Table 3 – step 3).
b Injected volume (�L) of 200 mmol L−1 H2O2 solution (Table 3 – step 6).

f MC were defined to accommodate the monosegment, allowing
ne to perform well controlled dilutions of a single stock of stan-
ard using a total volume of up to 1000 �L of solution plus 250 �L
f air (Tables 1 and 2).

Molecular absorption spectra of alizarin solutions adjusted to
H 2.5, 3.5 and 4.5 (only with HNO3) show that, in the visible range
f spectra, 422 nm is the wavelength of maximum molar absorp-
ivity, being used for monitoring the degradation of the compound.
t was also verified that alizarin absorbance read at 422 nm obeyed
linear relation for concentrations between 10 and 100 �mol L−1

t any pH from 2.5 to 4.5. Calibration of the system by dilution
f a single 100 �mol L−1 alizarin stock solution was achieved in
4 min, including three repetitions at each concentration level of a
ve points calibration curve (Fig. 2). Washing MC at the end of each
ycle was not necessary because the air bubble prevents dispersion
rom one sample solution into the next one, as is evidenced in Fig. 2
y the high reproducibility of the 10 �mol L−1 alizarin solution sig-
al obtained just after processing the 100 �mol L−1 solution. The
nalytical signals were considered as the mean absorbance values
ead in the valley between the two sharp peaks generated by the
ir bubbles passing through the detector.

After addition of reagents, the reaction mixture (including
lizarin) becomes dark-cloudy, followed by a fast pH decrease, more
emarkably at pH 4.5 (decreased around 1 pH unit). Other pH (2.5

nd 3.5) were less affected, being observed a decrease of less than
.5 pH unit. As the reaction goes to completion, solution turns trans-
arent or sometimes slightly yellow because of the iron content. No
recipitation was observed during the experiment.

able 5
stimated regression coefficients for the first response surface design.

erm Coefficient Standard error of the coefficient p-value

onstant −1.780 28.9522 0.952
14.197 3.2343 0.001
−4.727 4.8961 0.353

4.998 7.3256 0.508
2 −1.303 0.3428 0.003
B 1.046 0.2710 0.002
C −3.321 0.8130 0.002
C 2.488 0.8130 0.010

Fig. 3. Response surfaces for percentage of color removal as a function of:
(a) [H2O2]:[Alizarin] and [H2O2]:[FeSO4] molar ratios (hold value: pH 3.5);
(b) [H2O2]:[Alizarin] molar ratio and pH (hold value: [H2O2]:[FeSO4] = 5); (c)
[H2O2]:[FeSO4] molar ratio and pH (hold value: [H2O2]:[Alizarin] = 10).
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Table 6
Second response surface design performed at pH 3.5.

Run [H2O2]:[Alizarin] [H2O2]:[FeSO4] FeSO4
a H2O2

b Color removal (%)

1 10 3 333 250 83.0
2 16 3 533 400 84.0
3 10 7 143 250 86.0
4 16 7 229 400 99.7
5 13 5 260 325 89.4
6 13 5 260 325 89.7
7 13 5 260 325 83.7
8 10 5 200 250 84.1
9 16 5 320 400 90.7

10 13 3 433 325 79.1
11 13 7 186 325 92.7
12 13 5 260 325 83.7
13 13 5 260 325 85.7
14 13 5 260 325 91.1

a Injected volume (�L) of 50 mmol L−1 FeSO4 solution (Table 3 – step 3).
b Injected volume (�L) of 200 mmol L−1 H2O2 solution (Table 3 – step 6).

Table 7
Estimated regression coefficients for the second response surface design.

Term Coefficient Standard error of the coefficient p-value

Constant 92.8827 14.9204 0.000
A −1.4625 1.1285 0.224
B
A
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the linear and interactions model, where A = [H2O2]:[Alizarin],
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−4.1875 2.8383 0.171
B 0.5292 0.2146 0.033

.2. First response surface

Table 4 shows the results obtained from the first response sur-
ace, a three factors central composite design, face centered, with 8
ube points, 6 axial points and 6 center points (from cube and axial
ortions), thus resulting in 20 runs. Factors and levels considered
ere: [H2O2]:[alizarin] ratio (from 4 to 10); [H2O2]:[FeSO4] ratio

from 2 to 8) and pH (from 2.5 to 4.5). All ratios are mol based on a
xed value of 5 �mol of alizarin (the content in the beaker). Table 4
lso shows the volumes of H2O2 and FeSO4 solutions used in each
un (complementary data from Table 3).

Table 5 summarizes the estimated regression coeffi-
ients from the quadratic model, where A = [H2O2]:[Alizarin],
= [H2O2]:[FeSO4] and C = pH. The quadratic terms A2 and C2 were
reviously removed (not significant). This model has a high R2

alue (93.9%) and fails to describe points 3, 8 and 13, resulting in a
odel with lack of fit of experimental data. Despite of this poor fit-

ing, the obtained response surfaces (Fig. 3) provided the following
nformation: (a) best results were obtained at pH 2.5 and 3.5; (b)
ncreasing [H2O2]:[Alizarin] and decreasing [H2O2]:[FeSO4] ratios

ay lead to higher percentages of color removal; (c) the lower

he [H2O2]:[FeSO4] ratio the higher becomes pH effect, and for
igher pH values, less amounts of iron are needed. The best point
as obtained at run 7, but considering reagents saving, run 14 also
resented a close value to the best result.

B
i
b
f

able 8
nalysis of variance (ANOVA) for second response surface model.

ource of variation Degrees of freedom Sequential sum of squa

egression 3 289.82
inear 2 249.50
nteraction 1 40.32
esidual error 10 66.29
ack of fit 5 13.24
ure error 5 53.05
otal 13 356.11
ig. 4. . Second response surface for percentage of color removal as a function of the
H2O2]:[Alizarin] and [H2O2]:[FeSO4] ratios at pH 3.5.

.3. Second response surface

A second surface was constructed at pH 3.5 in order to better
xplore this region; other pH values were not considered because
f the low process efficiency (pH 4.5) or high reagent consump-
ion (pH 2.5), which could be economically prohibitive for large
mounts of effluents. A two factors central composite design, face
entered, with 6 center points, results in 14 runs. Factors and lev-
ls considered were: [H2O2]:[alizarin] ratio (from 10 to 16) and
H2O2]:[FeSO4] ratio (from 3 to 7). The molar ratios, the set of
olumes of H2O2 and FeSO4 solutions used in each run (comple-
entary data from Table 3) and the final results are presented in

able 6.
Table 7 summarizes the estimated regression coefficients from
= [H2O2]:[FeSO4]. Only the interaction term is statistically signif-
cant. This model has a R2 value (81.4%) lower than that obtained
y the first model, but the lack of fit error does not occur. Residues
ollow a normal distribution, according to Anderson–Darling nor-

res Adjusted mean square F-value p-value

96.606 14.57 0.001
7.391 1.11 0.366

40.323 6.08 0.033
6.629
2.648 0.25 0.923

10.610
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[19] Standard Methods for the Examination of Water and Wastewater, 20th ed.
ig. 5. Registered data for run number four of the second response surface design.
ata were smoothed by a 10 points adjacent averaging method. Blank reading was
ot subtracted in the graph.

ality test [20]. ANOVA results are presented in Table 8 and the
nal response surface is shown in Fig. 4.

A maximum color removal (99.7%) is obtained at run 4, where
= 16 and B = 7. Fig. 5 shows all registered data for run 4. Theoret-

cal TOC value of a 100 �mol L−1 alizarin solution is 16.8 mg L−1.
xperimental result for this solution is 17.0 mg L−1, being in agree-
ent with the expected value. For the solution resulting from run
the TOC value was 5.8 mg L−1, implying in a TOC removal (sam-

le mineralization) of 65%. The high [H2O2]:[FeSO4] ratio suggests
n oxidation reaction mechanism where catalytic decomposition of
2O2 (2H2O2 → 2H2O + O2) accompanies the oxidation of Fe2+ ions

21].

. Conclusions

The association of sequential injection analysis with the
esponse surface methodology was shown to be a valuable
pproach to process optimization based on Fenton reaction. The
arge number of experiments needed to construct the response
urface was automatically performed by the SIA system, without

uman interference during the reagent addition and color mon-

toring steps. This is an interesting feature that can be explored
urther in the application of the proposed methodology to construct
esponse curves for degradation/mineralization of real wastewa-
ers from coating industries. This procedure can also be used to

[

[

ta 77 (2009) 1081–1086

ake inferences about reaction kinetics, since it is possible to
hange reagents initial concentrations and monitor the reaction
rogress.

The statistical model obtained was suitable for predicting and
ptimizing color removal within the range of variables used. In the
rst 15 min of the Fenton reaction, more than 95% of color removal
an be achieved. This finding suggests an industrially feasible pre-
reatment process because fast color removal and significant TOC
eduction were achieved in a very short period of time, a feature
hat would not be possible by using only direct biological treat-

ents [11]. The main drawback associated with the use of Fenton
xidation in industrial scale would be the need for pH reducing
ollowed by post-reaction neutralization.
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a b s t r a c t

This paper describes the development of a rapid and sensitive enzyme-linked electrochemical genosensor
using a novel microfluidic-based platform. In this work, hybridization was performed on streptavidin-
coated paramagnetic micro-beads functionalized with a biotinylated capture probe. The complementary
sequence was then recognized via sandwich hybridization with a capture probe and a biotinylated sig-
naling probe. After labeling the biotinylated hybrid with a streptavidin–alkaline phosphatase conjugate,
the beads were introduced in a disposable cartridge composed of eight parallel microchannels etched in
a polyimide substrate. The modified beads were trapped with a magnet addressing each microchannel
individually. The presence of microelectrodes in each channel allowed direct electrochemical detection
of the enzymatic product within the microchannel. Detection was performed in parallel within the eight
microchannels, giving rise to the possibility of performing a multiparameter assay. Quantitative determi-
Microfabrication
Nanoelectrode array
Allergen detection

nations of the analyte concentrations were obtained by following the kinetics of the enzymatic reaction
in each channel. The chip was regenerated after each assay by removing the magnet and thus releasing
the magnetic beads. The system was applied to the analytical detection of PCR amplified samples with a
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. Introduction

In the last decade, several procedures and applications have
een developed in order to obtain simple and portable devices
or DNA diagnostics. In this context electrochemical genosensors
ouple the selectivity of the hybridization event with the sensitiv-
ty, compatibility with micro-fabrication, low cost and portability
f electrochemical devices [1]. However, a recurring problem with
lectrochemical DNA detection is the background interference. The
bsorption of non-specific DNA sequences or enzymatic labels at
he electrode surface, in fact, can reduce the sensitivity of the assay.
o overcome this problem, in the past few years many researchers
xploited the possibility of performing the hybridization event
n the surface of paramagnetic micro- and nano-beads and sev-

ral formats of magnetic bead-based electrochemical genosensors
ave been reported in literature [2–9]. Both label-free and enzyme-

inked methods have been proposed by Wang et al. [2,3,6]. Palecek
t al. [4] showed an enzyme-linked immunoassay for the detec-
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ion of DNA hybridization event performed on paramagnetic beads
ith covalently bound a (dT)25 probe, able to hybridize with tar-

et DNAs containing adenine stretches. Target DNAs were modified
ith osmium tetroxide,2,2′-bipyridine and the immunogenic DNA-
s, bipy adducts were determined by enzyme-linked immunoassay
r, alternatively, by direct measurement of the Osmium signal by
quare wave voltammetry. Another interesting way to amplify the
lectrical signal was found by Kawde and Wang [7], who achieved
detection limit of 0.1 ng/mL using oligonucleotides function-

lized with polymeric beads carrying gold nanoparticles. Lermo
t al. [8] developed a genomagnetic assay for the detection of
ood pathogens based on a graphite–epoxy composite magneto
lectrode (m-GEC) as electrochemical transducer. The assay was
erformed in a sandwich format by double labeling the ampli-
on ends during PCR with a biotinylated capture probe, to achieve
he immobilization on streptavidin-coated magnetic beads and a
igoxigenin signaling probe, to achieve further labeling with the

nzyme marker (anti-digoxigenin horseradish peroxidase).

These examples show interesting features; however, a signif-
cant challenge for all biosensor systems is minimizing sample
reparation, requirements, operational complexity and time.
icrofluidic-based platforms show great potential in responding
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o these demands due to significant decrease in sample/reagent
onsumption and cost, and dramatically reduction in time [10].
herefore, microfluidic devices have found great application in
he proteomic [11,12] and genomic area [13,14]. Further advan-
ages have been demonstrated by incorporating paramagnetic
eads as transportable solid support [15–17]: analytes were cap-
ured by probe (i.e. DNA)-modified beads in flow through format.
mall-diameter particles, in fact, help to enhance the surface area-
o-volume ratio thus increasing the sensitivity. Moreover, magnetic
roperties greatly facilitate the delivery and removal of reagents
hrough the microfluidic channels.

In this work, we report the development of a rapid and
ensitive enzyme-linked electrochemical genosensor using a com-
ercially available microfluidic-based platform. This was obtained

y integrating the existing technology with a new electroanalytical
rocedure based on the use of paramagnetic beads. The proposed
ssay allowed the rapid analysis of PCR amplicons.

Only few examples of analytical procedures based on microflu-
dic platform coupled to paramagnetic beads for hybridization
lectrochemical detection were reported in literature [18,19].
aeumner and co-workers [18] reported an interesting approach
ased on liposomes entrapping the electrochemical marker
ferro/ferricyanide couple).

The novelty of the proposed procedure was the combination of a
ensitive electrochemical platform and a proper microfluidic with
simple and effective enzyme signal amplification technology.

In our approach, streptavidin-coated paramagnetic micro-beads
ere modified with a biotinylated capture probe. The complemen-

ary sequence was then recognized via sandwich hybridization
ith a capture probe and a biotinylated signaling probe. After

abeling the biotinylated hybrid with a streptavidin–alkaline phos-
hatase conjugate, the particles were introduced in a disposable
artridge composed of eight parallel microchannels etched in a
olyimide substrate (called chip) [20]. The modified particles were
rapped with a magnet addressing each microchannel individ-
ally. The presence of microelectrodes in each channel allowed
irect electrochemical detection of the enzymatic product within
he microchannel. Detection was performed in parallel within the
ight microchannels, giving rise to the possibility of performing a
ultiparameter assay. Quantitative determinations of the analyte

oncentrations were obtained by following the kinetics of the enzy-
atic reaction in each channel. The chip was regenerated after each

ssay by removing the magnet and thus releasing the magnetic
eads. The system was applied to the analytical detection of PCR
mplified samples. Our attention was focused on the detection of a
82 bp fragment of Cor a 1.04, the major hazelnut allergen [21–25].

The assay was also carried out using disposable electrochem-
cal sensors as electrochemical transducers to optimize some
arameters such as hybridization time, enzyme concentration and

ncubation.

. Materials and methods

.1. Reagents

Dithiothreitol (DTT), streptavidin–alkaline phosphatase, �-
aphthyl phosphate, bovine serum albumin (BSA), magnesium
hloride and diethanolamine were obtained from Sigma–Aldrich.
isodium hydrogenphosphate, ethylendiamine tetraacetic acid
EDTA) and potassium chloride were purchased from Merck. MilliQ
ater was used throughout this work. TE buffer 20× (200 mmol/L

ris/HCl; 20 mmol/L EDTA; pH 7.5), Picogreen and �-DNA standard
olution (100 �g/mL), used for fluorescent measurements, were
btained from Molecular Probes.

a
d
t
(

(2009) 971–978

p-Aminophenyl phosphate was purchased from DiagnoSwiss
. A. (Monthey, Switzerland). Streptavidin-coated paramagnetic
eads (iron oxide particles with the diameter of approximately
.0 ± 0.5 �m) were purchased from Promega (USA). Synthetic
ligonucleotides were obtained from MWG Biotech AG. Genomic
NA from hazelnut was obtained using the extraction kit Sure
ood PREP-Allergen (Congen). Taq polymerase, dNTP mixture and
CR buffer were obtained from Takara. The sequences of synthetic
ligonucleotides, PCR primers and the PCR amplicon are reported
elow:

Capture probe (24 mer): biotin-5′-GGA GAT CGA CCA CGC AAA
TT CAA-3′ Signaling probe (20 mer): 5′-ATA CTG CTA CAG CAT
AT CG-TEG-biotin-3′ where TEG (tetra-ethyleneglycol) was used
s spacer arm Forward primer (24 mer): 5′-GGA GAT CGA CCA CGC
AA CTT CAA-3′ Reverse primer (23 mer): 5′-CCT CCT CAT TGA
TG AAG CGT TG-3′ PCR amplified fragment of the Cor a 1.04 gene
182 bp) of hazelnut: 5′-GGAGATCGACCACGCAAACTTCAAATACTG-
TACAGCATCATCGAGGGAGGTCCA TTGGGGCACACACTGGAGAAGA-
CTCTTACGAGATCAAGATGGCGGCAGCCCCTCATGGAGGAGGATCCA
CTTGAAGATCACCAGCAAGTACCACACCAAGGGCAACGCTTCAATCAA
GAGGAGG-3′.

.2. Disposable screen-printed electrodes

Screen-printed electrochemical cell (SPEC) consists of a carbon
orking electrode, a carbon counter electrode and a silver pseudo-

eference electrode. Materials and procedures to screen-print the
ransducers are described elsewhere [26].

The DPV electrochemical measurements were performed with
Autolab type II PGSTAT with a GPES 4.9 software package

Metrohm, Rome, Italy). All potentials were referred to the Ag/AgCl
seudo-reference electrode. All experiments were carried out at
oom temperature (25 ◦C).

To perform electrochemical measurement SPECs were kept hor-
zontally and a magnet holding block was placed on the bottom
art of the electrode, to better localize the beads onto the work-

ng surface. Then a known volume of a solution containing the
nzymatic substrate was added on the SPEC surface to close the
lectrochemical cell. In further sections these disposable electro-
hemical sensors will be called “drop-on system”.

.3. Microfluidic-based platform

A microfluidic-based platform, produced by DiagnoSwiss S.A.,
as used. This platform consists of a disposable cartridge called

mmuChipTM, an instrument called ImmuSpeedTM and its associ-
ted software ImmuSoftTM.

ImmuChipTM consists of eight parallel microchannels etched
n a polyimide substrate at distances compatible with conven-
ional 96-well plate automation [11]. The fabrication process of
he microchannel systems was described elsewhere [11,12]. Each

icrochannel contains a housing with a sample deposition reser-
oir (well), and it was etched in a polyimide body with inlet/outlet
n contact with microelectrode tracks. The microchannels have a
ength of 1 cm and a total volume of 65 nL. The upper part of each
hannel contains an array of 48 gold working microelectrodes.

counter electrode and an Ag/AgCl pseudo-reference electrode
re placed at the bottom of the well, near the channel entrance.
mmuChipTM, called simply chip throughout the text, is shown in
he Fig. 1A.
ImmuSpeedTM is composed of an interface to plug the dispos-
ble cartridge, a temperature controller, a multichannel pumping
evice and valves as well as a multiplexer electrochemical detec-
or for sequential detection occurring in each of the eight channels
Fig. 1B).
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ig. 1. (A) Technical drawing of the chip: ImmuChipTM; (B) technical drawing of th
ross-section with flowing magnetic beads being captured by a magnet.

A special software (ImmuSoftTM) has been created to integrate
he fluidic and the electrochemical detection. The software enables
he application of independent protocols in the different channels.
ample and reagent solutions are aspirated from the inlet reservoir
hrough the reaction channel to the waste, but the solution flow can
e directed in both directions, allowing the construction of proto-
ols with back flow. The fluidic can also be regulated in order to
lternate times in which the liquid flows into the channels with
imes where the solution remains static: in this case parameters
s well as the time during which the liquid should flow through
he channels, the flow rate and the turnover at which this mode
hould be repeated, in order to have more “loading cycles”, can be
lso varied. This last procedure allows to increase the contact time
f the solution with the well of channels and ensures an efficient
teady state of the solutions during the incubation and/or detection
teps.

An electrochemical detection step is then added to complete
he protocol. This is performed by real-time chronoamperometric
echnique, in which the kinetics of the enzyme-label reaction are
ollowed, by measuring the current alternatively on each channel
nd then reporting it vs. time. Detection parameters are intro-
uced to the protocol by the user. Apart from the applied potential,
arameters that can be tuned are the time interval between two
hronoamperometric measurements as well as the number of such
easurements cycles, which are influencing the duration of each
easurement (acquisition time).
In this particular application, the chip was integrated with

dedicated magnet to capture the beads into the channel, as

escribed in Fig. 1C. Eight cylinder magnets, supported in a bar,
ere inserted between the chip and instrument interface in order

o capture the beads flowing through the channel at the electrode
osition.

All experiments were carried out at 37 ◦C.

r
r
(
r
b

rofluidic-based platform ImmuSpeedTM; (C) technical drawing of a microchannel

.4. DNA modification of streptavidin-coated paramagnetic beads

The modification of the beads with biotinylated capture probe
as carried out on aliquots of 0.75 mL, containing 1 mg/mL of
eads. The beads were washed three times with 600 �L of phos-
hate buffer 0.5 M, pH 7.0 (using a magnetic particle concentrator

MagneSphere Magnetic Separation Stand, Promega) and re-
uspended in 500 �L of buffer containing 1.0 nmol of capture
robe/mg of beads. After an incubation of 30 min, under contin-
ous mixing, the beads were washed three times with phosphate
uffer. Finally, the modified beads were incubated for 15 min with
00 �L of 500 �M solution of biotin in phosphate buffer, to block the
emaining streptavidin active sites on the probe-functionalized sur-
ace, in order to prevent the undesired binding of other biotinylated
ligonucleotides. After the treatment, the beads were then washed
hree times with phosphate buffer and re-suspended to 1 mg/mL in
uffer. The modified beads can be stored at 4 ◦C until use [6]. Their
tability was experimentally demonstrated by hybridization exper-
ments performed using the same aliquot of beads freshly modified,
fter 1 week and after 1 month. By comparing signals obtained for a
nM oligonucleotide target sequence (100 ± 4 nA for freshly mod-

fied beads, 95 ± 1 nA after 1 week, 90 ± 2 nA after 1 month) only a
0% decrease was observed after 1 month.

.5. PCR amplification

The conditions for the PCR amplification of the gene sequence
odifying for Cor a 1.04 allergen were adapted from the procedure

eported in literature [24]. The DNA template was extracted from
aw hazelnuts using the commercial kit Sure Food PREP-Allergen
Congen), according to the manufacturer’s instructions. The PCR
eaction was carried out in a final volume of 50 �L containing PCR
uffer 1× 1.5 mM MgCl2, 1.2 U/mL of Taq polymerase, 200 �M of
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NTPs (deoxyribonucleotide triphosphates), 0.25 �M of forward
rimer, 0.25 �M of reverse primer and 500 ng of genomic DNA.
he PCR was performed with a MJ Research PTC 150 thermocy-
ler (MJ Research Inc.) using the following conditions: activation of
aq polymerase at 95 ◦C for 5 min, followed by a 40 two-step cycles
94 ◦C for 30 s, 63 ◦C for 30 s) and a final extension at 72 ◦C for 10 min.
rior to use, PCR amplicons were purified using Millipore Montage
CR centrifugal filter devices according to the manufacturer’s pro-
ocol. Their concentration was finally determined by fluorescence

easurements using the Picogreen dye and a TD-700 fluorometer
Analytical Control).

.6. Hybridization procedure

Hybridization experiments were carried out in a sandwich-like
ormat (see Fig. 2). Synthetic target and PCR amplicons were diluted
ith a solution 0.15 �M of biotinylated signaling probe in phos-
hate buffer. In the case of PCR amplicon, the double-stranded
NA was thermally denaturated by using a boiling water bath

5 min at 100 ◦C); amplicon strand re-annealing was retarded by
ooling the sample in an ice-water bath for 1 min. Both the PCR
lank and non-complementary PCR products were used as nega-
ive controls. For every assay 20 �L of probe-modified beads were
mployed. Using the magnetic particle concentrator, the buffer was
emoved carefully and then the beads were incubated with 50 �L
f the hybridization solution for 15 min. After hybridization, the
eads were washed three times with 100 �L of DEA buffer (0.1 M
iethanolamine, 1 mM MgCl2, 0.1 M KCl; pH 9.6), to remove non-
pecifically adsorbed sequences.

.7. Labeling with alkaline phosphatase

After the hybridization and washing steps, the beads were
ncubated with 50 �L of a solution containing 0.75 U/mL of the
treptavidin–alkaline phosphatase conjugate and 10 mg/mL of BSA
blocking agent) in DEA buffer. After 20 min, beads were washed
hree times with 100 �L of DEA buffer.

.8. Electrochemical detection: drop-on system

After washing, the beads were re-suspended in 25 �L. The elec-
rochemical measurements were performed by placing a magnetic
article concentrator under the SPEC; 10 �L of enzyme-labeled
ead suspension was deposited on the working electrode sur-
ace, and the liquid was carefully removed with a pipette without
ouching the electrodes. Then, the planar electrochemical cell was
overed with 50 �L of 1 mg/mL �-naphthyl phosphate in DEA
uffer. After 5 min, the electrochemical signal of the enzymati-
ally produced �-naphthol was measured by DPV (modulation time
.05 s; interval time 0.15 s; step potential 5 mV; modulation ampli-
ude 70 mV; potential scan from 0 to +0.6 V). Upon scanning the
otential, the �-naphthol was irreversibly converted into an elec-
ro polymerized derivative; the height of its oxidation peak was
aken as the analytical signal. Reported results are the average of
t least three measurements and the error bars correspond to the
tandard deviation.

.9. Electrochemical detection: microfluidic-based platform

After washing, the beads were re-suspended in 135 �L. A volume

f 20 �L of bead suspension was added in each inlet reservoir of the
mmuChipTM. The solution was then introduced in the microchan-
els by applying the optimized loading cycles; during the loading
ycles, a suitable magnet was used in order to allow for the block-
ng of the beads within each microchannel. Once all the suspensions

s
b
t
0
P

(2009) 971–978

ere introduced and the beads captured, the substrate solution was
dded. Following the manufacturer’s instructions, p-aminophenyl
hosphate (10 mM in DEA buffer) was used as enzymatic substrate.

The chronoamperometric measurement of the enzyme kinetics
as performed in a static mode, i.e. without flow. The eight chan-
els were then sequentially measured, each 2 s, at a potential of
250 mV vs. Ag/AgCl, for a total acquisition time of 3 min; in this
ay many measuring cycles are recorded, and a plot of current as

unction of time is obtained for each channel. The slope of the linear
ortion of the plot, which is a direct measure of the p-aminophenol
oncentration and hence of the enzyme concentration, was used
s analytical data. An example of enzyme kinetics acquisition data,
btained by adsorbing only alkaline phosphatase enzyme in the
icrochannels, is reported in the Fig. 3. The data elaboration was

erformed using the software incorporated in the DataFitX fitting
ool (Oakdale Engineering, USA).

. Results and discussion

.1. Optimization of magnetic bead-genosensor assay using
rop-on system

The magnetic beads assay scheme is shown in Fig. 2. Preliminary
xperiments were performed using disposable electrochemical
ensors in order to optimize some parameters (i.e. modification of
eads, assay times and procedures). This allowed us to control the
eliability of the DNA beads modification process with an experi-
ental set-up already tested for other analytical applications [27]

nd thus by avoiding any effect due to flow conditions. The experi-
ents were performed using 10 nM solution of hazelnut amplicon

orresponding to Cor a 1.04 gene.
The influence of the probe concentration was firstly investi-

ated. The declared binding capacity of paramagnetic beads is
.75 nmol of biotinylated oligonucleotides/mg of beads. However,

n the analysis of long, double stranded sequences, as PCR prod-
cts, the base-pair recognition might be decreased by electrostatic
epulsions and the high steric interference. By varying the probe
oncentration, different densities of biorecognition sites can be
btained on the beads with, consequently, variations in hybridiza-
ion efficiency. The experiment was performed by modifying five
liquots of beads with different concentrations of capture probe
olution (0.15, 0.75, 1.0, 3.2, 7.5 nmol/mg). Results obtained (not
hown) demonstrated that using a solution of 1 nmol/mg a good
ompromise between intensity of signal and amount of employed
eagents could be achieved. The analytical signal obtained was,
n fact, 1.3 × 10−8 ± 2 × 10−9 A, whereas for lowest concentra-
ion tested (0.15 nmol/mg) was 0.70 × 10−8 ± 3 × 10−9 A and for
he highest (7.5 nmol/mg) a value of 1.5 × 10−8 ± 3 × 10−9 A was
btained.

Afterwards, the hybridization time was optimized. Probe-
odified and biotin-blocked beads (20 �g) were incubated with

0 �L of the hybridization solution for 10, 15, 30, 45, 60 min. As
eported in Fig. 4, the hybridization occurred with maximum effi-
iency after 15 min. The reported results exhibit very low specific
s. non-specific signal ratio. Thus, 15 min of incubation time was
sed for further measurements.

Then, the labeling step was investigated. Thus, five aliquots
f beads, modified with biotinylated hybrid, were exposed
o 50 �L of solution containing different concentrations of

treptavidin–alkaline phosphatase and 10 mg/mL of BSA in DEA
uffer. As reported in Fig. 5, signal shows a dramatic increase with
he enzyme concentration. Only for concentrations higher than
.75 U/mL a considerable signal amplification can be observed.
robably for a small amount of enzyme, which is moreover dis-
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Fig. 2. Scheme of the genomagnetic assay: streptavidin-coated paramagnetic microparticles were functionalized with a biotinylated capture probe and the remaining
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treptavidin active sites were blocked with biotin. The complementary sequence w
iotinylated hybrid was labeled with a streptavin–alkaline phosphatase conjugate.
lectrochemical cell was then covered with the substrate and the enzymatic produc

ersed in a highly viscous solution (BSA), the kinetic of association
ith biotinylated hybrid is too slow. The best specific vs. non-

pecific signal ratio (20:1) was obtained for a concentration of
.75 U/mL of streptavidin–alkaline phosphatase. This concentra-
ion was used for further experiments. The influence of the
nzyme–biotin association time on analytical signal was finally
xamined. Results are showed in Fig. 6. The kinetics of reaction
ppear very fast since high analytical signal can be observed after
ery short times. The optimal value was found to be 10 min for the

nzyme–biotin association time and no relevant increasing of the
ignal can be observed for longer periods.

A calibration experiment of PCR amplicons was finally
erformed using the optimized conditions. The voltammet-

c
g

s

ig. 3. Chrono-amperometric detection of enzyme kinetics in a chip. The experiment wa
lkaline phosphatase (from 1 to 5 10−4 U/mL, in channel from 1 to 8) and then introducin
ata were then elaborated using the DataFitX fitting tool, obtaining for each channel a plot
irect measure of the p-aminophenol concentration and hence of the enzyme concentratio
t +250 mV vs. Ag/AgCl.
bridized with capture probe in the presence of a biotinylated signaling probe. The
quently, the particles were magnetically absorbed onto the working electrode. The
measured.

ic response increased with the target concentration up to
0 nmol/L (r2 = 0.98), then slowly decreased (Fig. 7). This behav-
or has been elsewhere explained as a consequence of the
e-annealing of the two complementary strands [28]. When the
mount of target in solution is relatively high, random colli-
ions of reagents make re-annealing of the two complementary
equences favored over formation of the probe-amplicon hybrid.
he non-specific signal, obtained using a non-complementary
equence, resulted negligible even at the highest investigated

oncentration, thus confirming the good selectivity of the
enosensor.

The reproducibility of the measurements (evaluated as relative
tandard deviation over 8 results for a 10 nmol/L solution) was 8%.

s performed by adsorbing on the walls of the microchannels different amounts of
g the enzyme substrate. Each symbol represents a single current acquisition value.
of current as a function of time. The slope of the linear portion of the plot, which is a
n, was used as analytical data. The chrono-amperometric detection was performed
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Fig. 6. Influence of enzyme–biotin interaction time on the analytical signal. After
the hybridization step, beads were incubated with 50 �l of solution containing 0.75
of streptavidin-alkaline phosphatase and 10 mg/ml of BSA in DEA buffer for differ-
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ig. 4. Influence of hybridization time on the analytical signal. 20 �g of probe-
odified and biotin-blocked beads were incubated with 50 �L of the hybridization

olution for 15, 30, 45, 60 min. The experiments were performed using drop-on
ystem. See detail in the text.

.2. Procedure optimization using microfluidic-based platform

Key parameters to test the magnetic bead-based genosen-
or in the microfluidic-based platform were the procedure for
ead capture in the microchannel of the chip and protocols for
he electrochemical evaluation of the enzyme kinetic. This set of
xperiments was performed using beads modified with a target
oncentration of 10 nM and the assay conditions as optimized in
aragraph 3.1.

The first set of experiments was devoted to develop a suit-
ble procedure for beads capture within the microchannels. For
his reason, two different loading operations were compared. The
xperiments were performed by depositing a volume of 20 �L of
eads suspension into each of the eight inlet reservoirs of a chip.
n the first loading protocol, after placing the magnet, as illustrated
n Fig. 1C, a flow rate of 10 �L/min was applied for 2 min until the
ead suspension was completely introduced into each channel. The
ow was, then, reversed and kept at a rate of 5 �L/min in order to

ig. 5. Influence of enzymatic conjugate concentration on the analytical signal. After
he hybridization step, beads were incubated with 50 �l of solution containing dif-
erent concentrations (0.075, 0.15, 0.38, 0.75, 1.5 U/ml) of the streptavidin–alkaline
hosphatase conjugate and 10 mg/ml of BSA (blocking agent) in DEA buffer for
0 min. The experiments were performed using drop-on system. See detail in the
ext.
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nt times (5, 10, 20, 40 min.). Then, the cell was covered with 50 �L of 1 mg/ml
-naphthyl phosphate in DEA buffer and incubate for 5 min. The experiments were
erformed using drop-on system. See detail in the text.

llow the complete capture of the beads. After 4 min, the solution
as removed from the wells, and 20 �L of 20 mM p-aminophenyl
hosphate was added and introduced into the channel at a flow
ate of 2 �L/min. After 30 s, the flow was stopped and sequential
hronoamperometric measurements of 2 s for a total time of 6 min
ere carried out. The same experiment was performed with two
ifferent bead suspension amounts (1 and 3 mg/mL, respectively);
esults demonstrated that this strategy was characterized by low
eproducibility for both amounts and it was considered as not use-
ul (data not shown). Thus, more loading cycles were introduced
nd the reverse phase was eliminated, in order to increase the effi-

iency of the assay. In this approach, each loading step comprised
s at 2 �L/min flow through and 3 s of steady state without flow. A

otal number of 100 loading cycles was used, and then the electro-
hemical detection step was carried out as previously. Four different

ig. 7. Calibration plot for Cor a 1.04 amplicons. Probe-modified and biotin-blocked
eads were incubated for 15 min with 50 �L of thermally denatured target solutions,
iluted to the desired concentration (0, 1, 2, 5, 7.5, 10, 15, 25 nmol/L) with a solution
.15 �M of a biotinylated signaling probe in phosphate buffer. The experiments were
erformed using drop-on system. See detail in the text.
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Table 1
Evaluation of p-aminophenyl phosphate concentration on the sensitivity of the assay

PAPP concentration (mM) Acquisition time: 3 min

Linear slope (�A/s) r2

20 (9.4 ± 0.3) × 10−8 0.999
10 (4.2 ± 0.6) × 10−6 0.990
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5 (5.1 ± 1.2) × 10−7 0.55

xperiments were performed with the microfluidic-based electrochemical platform.
ther details in the text.

ead suspensions (0.15, 0.5, 1.0, 3.0 mg/mL) were tested. The higher
ensitivity was obtained by decreasing the beads amount (data not
hown). These results could be due to the fact that high amount
f beads reduced the flow efficiency into the microchannels. For
.5 mg/mL beads suspension, a sensitivity of (4 ± 1) × 10−6 A/nM
as observed; this was the highest sensitivity obtained, but associ-

ted with a large standard deviation (RSD% = 25). The best result was
btained for a concentration of 0.15 mg/mL, where a lower slope
as observed (2 × 10−6 A/nM) but with the highest reproducibility

RSD% = 10, n = 8). This amount of beads was then used for further
xperiments.

Finally, the concentration of p-aminophenyl phosphate was
ptimized in order to get the higher sensitivity and to avoid the
nhibition of the enzymatic activity due to the substrate concentra-
ion excess. During the electrochemical measurement step, three
ifferent p-aminophenyl phosphate concentrations were used, in
ombination with two different acquisition times, 6 and 3 min,
espectively. In the case of 6 min it was found that, between the
hree p-aminophenyl phosphate concentrations tested (20, 10 and
.5 mM), a linear slope trend (r2 = 0.999) was obtained only for the
0 mM concentration. Otherwise, by decreasing the data acquisi-
ion time from 6 to 3 min, a higher sensitivity with a good linear
orrelation (r2 = 0.990) was obtained for 10 mM as substrate con-
entration (Table 1). Thus, this concentration was then used for
he assay, taking advantage from the minor reagent consumption
oupled with a shorter detection time.

.3. Analysis of PCR-amplified samples
Experiments of PCR amplicons were then performed. Different
mplicon concentrations (0, 2, 5, 10, 15, 20, 30 nM) and a 30 nM
f non-specific sequence solution were analyzed. Each concentra-
ion was tested in a different channel. After measurement, the

ig. 8. Calibration plot for Cor a 1.04 amplicons. Probe-modified and biotin-blocked
eads were incubated for 15 min with 50 �L of thermally denatured target solu-
ions, diluted to the desired concentration. Experiments were performed with the

icrofluidic-based electrochemical platform. Other details in the text.
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agnet was removed and the microchannels were washed with
eionized water for 5 min with a flow rate of 5 �L/min. Then, fresh
liquots of beads were added in the microchannels and measure-
ents were repeated. This procedure was performed for three

imes. As reported in Fig. 8, the response increased with the tar-
et concentration up to 10 nmol/L, and then slowly decreased. This
ehavior was the same observed with “drop-on sensor” system
Fig. 7), even if the electrochemical measurement procedure was
ifferent. In our opinion, the key factor to explain this trend is that
he bead modification process (i.e. capture probe concentration,
arget hybridization time, enzyme concentration) was the same for
oth the measurement strategies.

The overall procedure (including sample amplification, target
ybridization and labeling, measurement, data presentation) takes
pproximately 90 min.

The reproducibility of the measurements (evaluated as relative
tandard deviation over three results for 10 nM solution) was 6%.

We demonstrated that target concentrations at nM levels can
e easily detected. Moreover, the reliability of the method was also
emonstrated, with the low signal of the non-specific sequence
7 ± 2 × 10−7 A/nM).

A detection limit of 0.2 nM was calculated considering the slope
f the linear portion of the calibration curve (0–5 nM), fitting in the
ollowing equation Y = 6 × 10−7X + 9 × 10−7 the mean of the blank
olution response plus three times its standard deviation.

. Conclusions

In this work a rapid and sensitive enzyme-linked electrochemi-
al genomagnetic assay using a microfluidic system was developed.
he integration of microfluidic-based platform with a new analyt-
cal procedure based on the use of paramagnetic beads allowed
he possibility to measure nM level of DNA sequences, with high
eproducibility. The hybridization reaction has been carried out
n probe-modified paramagnetic micro-particles, freely moving in
olution, thus favoring random collisions between reagents. More-
ver, magnetic properties of the particles allow an easy separation
rom the solution with the consequent possibility of avoiding the
bsorption of non-specific DNA sequences or enzymatic labels at
he electrode surface.

Further work will be devoted to investigate the possibil-
ty of automation of beads modification and integration in the

icrofluidic-based platform, in line with the concept of Lab-on – a
hip technology. Even if the procedure was demonstrated with DNA
equences, however other affinity biomolecules such as aptamers
r classical antibodies can undoubtedly benefit from the use of
aramagnetic beads integrated in a microfluidic-based platform,
sing the set-up developed in this work.
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a b s t r a c t

The aromatic profile of microbiologically contaminated canned tomatoes was analyzed by the dynamic
headspace extraction technique coupled with gas chromatography–mass spectrometry. Canned tomatoes
contaminated with Escherichia coli, Saccharomyces cerevisiae and Aspergillus carbonarius were analyzed
after 2 and 7 days. About 100 volatiles were detected, among which alcohols, aldehydes and ketones were
the most abundant compounds. Gas chromatographic peak areas were used for statistical purposes. First,
principal component analysis was carried out in order to visualize data trends and clusters. Then, linear
discriminant analysis was performed in order to detect the set of volatile compounds ables to differentiate
groups of analyzed samples. Five volatile compounds, i.e. ethanol, �-myrcene, o-methyl styrene, 6-methyl-
5-hepten-2-ol and 1-octanol, were found to be able to better discriminate between uncontaminated and
Aromatic profile
Microbial contamination

contaminated samples. Prediction ability of the calculated model was estimated to be 100% by the “leave-
one-out” cross-validation. An electronic nose device was then used to analyze the same contaminated
and not contaminated canned tomato samples. Preliminary results were compared with those obtained
by dynamic headspace gas chromatography–mass spectrometry, showing a good agreement.
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. Introduction

Tomato is a basic component of the Mediterranean diet and it
s frequently consumed in several European countries, both fresh
nd processed. Fresh and processed vegetables can be exposed to
afety risk related to the presence of microbial contaminants, like
acteria, yeasts and fungi [1,2], due both to their high-water content
nd to their pH values within the growth range of different spoilage

icroorganism.
The microbial contamination of food represents a serious health

oncern, since it can cause foodborne outbreaks. Among bacte-
ia, Escherichia coli is regarded as responsible for serious illness
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himica Analitica, Chimica Fisica, Università degli Studi di Parma, Parco Area delle
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ssociated with the consumption of contaminated food, including
egetables [3]; in addition, it is able to survive in acidic food and
everages, including fresh and processed tomato products [4,5].
flatoxins contamination is another issue of great concern [6]:
flatoxins are mainly produced by fungi, belonging to Aspergillus
enus. Other microorganisms, like yeasts, can be present in tomato
roducts owing to their ability to survive at acidic pH values
7].

On the basis of these considerations, a strict control of micro-
iological quality of food is essential. However, conventional
icrobiological methods, based on total count of bacteria, present

ome drawbacks, mainly related to a long-incubation time, pre-
enting early detection of the microbial spoilage. Obviously, it is

mportant to detect microbiological spoilage as soon as possible, to
nable producers to act rapidly and effectively in order to avoid the
elling of contaminated products.

In the recent years, alternative methods, originally devel-
ped to analyze volatile compounds from various sample
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atrices, based both on headspace extraction coupled to gas
hromatography–mass spectrometry (HS-GC–MS) [8–13] and on
as-sensor arrays called electronic noses (EN) [14–19], have been
uccessfully applied to the early detection of microbial contamina-
ion in food [20]. All these studies were carried out to elucidate the
elationship among the volatile profile of contaminated food and
he source of microbiological contamination, so detecting volatile

arkers for food spoilage. In fact, microbial contamination of food
an not only be harmful for consumer’s health, but it can also affect
he organoleptic quality of the products, enhancing the produc-
ion of volatile metabolites. The characteristic pattern of the volatile
rofile of microbiologically contaminated samples could be a useful

ndicator of the microbial contamination, thus allowing the identi-
cation of specific microorganisms responsible for the spoilage on
he basis both of the type and of the amount of the detected volatile

etabolites [21].
This study was firstly aimed at the characterization of the

olatile fraction of microbiologically contaminated processed
omatoes by using the dynamic headspace extraction (DHS)
ollowed by GC–MS analysis. Chromatographic data were then sub-

itted to statistical analysis as principal component analysis (PCA)
nd linear discriminant analysis (LDA) [22,23] in order to detect
he volatile compounds able to differentiate the samples of toma-
oes under investigation. Finally, a comparison was made among
he results obtained by analyzing the headspace of inoculated and
ot inoculated tomato samples with DHS-GC–MS and EN, showing
good agreement.

. Materials and methods

.1. Samples

Three microorganisms, namely one bacterium (E. coli), one
ungus (Aspergillus carbonarius) and one yeast (Saccharomyces cere-
isiae) were used for inoculation.

Commercial tins of peeled tomatoes (500 ml) were inoculated
ith 20 �l suspension (107 cfu ml−1) of each species inserted

hrough a small hole produced in the upper side of each tin and
ermetically sealed with silicone rubber after inoculation. Initial
ontamination level was 400 cfu ml−1. Artificial inoculations were
erformed under rigorous sterile conditions. For each microorgan-

sm, three tins were produced, incubated at 37 ◦C and analyzed at
and 7 days after contamination. In addition, three not-inoculated

ins were incubated at 37 ◦C for 2 days.

.2. Dynamic headspace extraction (DHS)

After incubation, tins were opened and the liquid phase was
ivided into 50 ml aliquots and maintained at −20 ◦C until anal-
sis. Each aliquot was then placed in a 250 ml Erlenmeyer flask
t 40 ◦C. After an equilibration time of 15 min, purified helium
75 ml min−1) was passed through the system for 10 min and the
xtracted volatiles were adsorbed on a glass tube (16 cm × 0.4 cm
.d.) trap filled with Tenax TA (90 mg, 20–35 mesh) (Chrompack,

iddelburg, The Netherlands). The volatile compounds were sub-
equently thermally desorbed and transferred into the GC system
y using a TCT thermal desorption cold trap (TD800, Fisons Instru-
ents, Milan, Italy). Desorption was performed at 280 ◦C for 10 min

nder a helium flow (10 ml min−1) and the substances were cryo-
ocused in a glass lined tube at −120 ◦C with liquid nitrogen. The

olatile components were injected into the GC capillary column by
eating the cold trap to 220 ◦C.

Three independent extractions were performed for each sample.
o assess possible environmental contamination, blank analyses
ere carried out using an empty 250 ml Erlenmeyer flask fol-

o
b
t
a
u
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owing the same procedure used for the samples. In addition,
n order to verify the absence of carry-over effects, the adsor-
ent trap was desorbed before and after each entire sampling
rocedure.

.3. Gas chromatography–mass spectrometry

Gas chromatography–mass spectrometry analysis of the tomato
eadspace was carried out using a system consisting of a TRACE GC
000 gas chromatograph and of a TRACE MS quadrupole mass spec-
rometer (Thermo Electron Corporation, Milan, Italy). Transfer line
nd source temperatures were kept at 230 and 200 ◦C, respectively.
lectron impact mass spectra were recorded at 70 eV ionization
nergy (scan time, 0.5 s; electron multiplier voltage, 350 V) scan-
ing the mass spectrometer from m/z 35 to 350. The carrier gas
as helium (pressure, 70 kPa). Chromatographic separation was
erformed on a fused-silica bonded-phase capillary column Supel-
owax 10TM (30 m × 0.25 mm; d.f. = 0.25 �m) (Supelco, Palo Alto,
A, USA). The following GC oven temperature program was applied:
0 ◦C for 8 min, 6 ◦C min−1 to 160 ◦C, 20 ◦C min−1 to 200 ◦C, 200 ◦C
old for 1 min.

The mass spectrometer data acquisition was performed using
he release 1.2 XcaliburTM software (Thermo Electron Corporation).

The identification of the volatile compounds was achieved by
omparing their mass spectra with those stored in the National
nstitute of Standards and Technology US Government library (NIST,
998). In addition, retention indices (RIs) were calculated for each
eak with reference to the normal alkanes C6–C16 series according
o the following equation [24]:

I = 100z + 100
RTi − RTz

RTz+1 − RTz

here RI is the retention index of the unknown peak, RTi is the
etention time of the unknown peak, RTz and RTz+1 are the reten-
ion times of the n-alkanes that bracket the unknown peak, z is
he number of carbon atoms of the n-alkane eluting just before
he unknown peak. C6–C16 normal alkanes used for RIs calcula-
ion were supplied by Sigma–Aldrich (Milan, Italy). Calculated RIs
ere then compared with those stored in a proprietary database

btained by injecting 250 volatile compounds usually found in a
ariety of food samples [25]. Compounds were considered posi-
ively identified when both mass spectra and retention indices led
o the same identification, taking into account that a maximum
ifference of 10 RI units can be considered acceptable, since differ-
nt commercial stationary phases and temperature programs were
sed.

Finally, pure standards were injected, when available, in order
o confirm identification.

In order to evaluate quantitative differences in the aromatic pro-
le of the samples investigated, GC peak areas were calculated
s total ion current (TIC) for all the analytes with the excep-
ion of coeluting compounds for which the signal of one or more
haracteristic ions (quantifier ions) was extracted and integrated
Table 1).

.4. Electronic nose sampling

The commercial electronic olfactory system ESO835 (Sacmi
carl, Imola, Italy), whose detailed description can be found in
revious works [17,26], was equipped with an array of six metal

xide semiconducting gas sensors. Every thin film sensor was
ased on a different metal oxide in order to improve the selec-
ivity of the array. Electronic nose device was only used for
nalyzing headspace of sample tomatoes after 2 days from inoc-
lation. Headspace sampling working parameters were as similar
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Table 1
Volatile compounds identified in the analyzed samples

Volatile compounds RIcalc RItab
a �RI IDb Occurrencec

Alcohols
Ethanol 936 932 +4 MS, RI, RT 0, 1, 2, 3
2-Butanol 1038 1035 +3 MS, RI, RT 0, 1, 2, 3
1-Propanol (m/z = 59, 60)d 1056 1052 +4 MS, RI, RT 0, 1, 2, 3
2-Methyl-1-propanol (m/z = 74)d 1102 1097 −5 MS, RI, RT 0, 1, 2, 3
3-Pentanol (m/z = 59)d 1116 1112 +4 MS, RI, RT 0, 1, 2, 3
1-Butanol 1152 1152 0 MS, RI, RT 0, 1, 2, 3
1-Penten-3-ol 1177 1176 +1 MS, RI, RT 0, 1, 2, 3
3-Methyl-1-butanol 1216 1215 +1 MS, RI, RT 0, 1, 2, 3
Unsaturated alcohol (m/z = 41, 57)d 1241 MS (tentatively identified) 0, 1, 2, 3
1-Pentanol (m/z = 55, 70)d 1258 1256 +2 MS, RI, RT 0, 1, 2, 3
4-Methyl-1-pentanol 1325 MS (tentatively identified) 1
3-Methyl-1-pentanol (m/z = 56, 69)d 1335 1325 +10 MS, RI, RT 0, 1, 2, 3
1-Hexanol 1359 1354 +5 MS, RI, RT 0, 1, 2, 3
3-Hexen-1-ol 1392 1391 +1 MS, RI, RT 0, 1, 2, 3
1-Heptanol (m/z = 56, 70)d 1461 1460 +1 MS, RI, RT 0, 1, 2, 3
6-Methyl-5-hepten-2-ol 1470 MS (tentatively identified) 0, 1, 2, 3
2-Ethyl-1-hexanol 1495 1492 +3 MS, RI, RT 0, 1, 2, 3
1-Octanol (m/z = 55, 69, 84)d 1564 1561 +3 MS, RI, RT 0, 1, 2, 3
Phenyl ethyl alcohol 1880 MS (tentatively identified) 1

Ketones
Acetone (m/z = 58)d 820 814 +6 MS, RI, RT 0, 1, 2, 3
2-Butanone (m/z = 57, 72)d 907 901 +6 MS, RI, RT 0, 2, 3
2,3-Butandione 988 986 +2 MS, RI, RT 0, 1, 2, 3
2,3-Pentandione (m/z = 57, 100)d 1072 1071 +1 MS, RI, RT 0, 1, 2, 3
2-Heptanone (m/z = 58)d 1188 1185 +3 MS, RI, RT 0, 1, 2, 3
2-Methyl-6-heptanone 1244 MS (tentatively identified) 0, 3
2-Octanone (m/z = 58)d 1282 1280 +2 MS, RI, RT 0, 1, 2, 3
3-Hydroxy-2-butanone 1291 1289 +2 MS, RI, RT 1
2,2,6-Trimethyl ciclohexanone 1318 MS (tentatively identified) 0, 1, 2, 3
6-Methyl-6-hepten-2-one 1327 MS (tentatively identified) 0, 1, 2, 3
6-Methyl-5-hepten-2-one 1344 1340 +4 MS, RI, RT 0, 1, 2, 3
1-(2-Furanyl)ethanone 1529 MS (tentatively identified) 0, 1, 2, 3
6-Methyl-3,5-heptadien-2-one 1613 MS (tentatively identified) 0, 1, 2, 3
Acetophenone 1662 1660 +2 MS, RI, RT 1, 2

Aldehydes
Propanal (m/z = 58)d 808 801 +7 MS, RI, RT 0, 1, 2, 3
2-Methyl propanal (m/z = 72)d 820 814 +6 MS, RI, RT 0, 1, 2, 3
2-Methyl butanal 915 914 +1 MS, RI, RT 0, 1, 2, 3
3-Methyl butanal 918 917 +1 MS, RI, RT 0, 1, 2, 3
Hexanal 1084 1080 +4 MS, RI, RT 0, 1, 2, 3
2-Methyl-2-butenal 1100 MS (tentatively identified) 0, 2, 3
Heptanal (m/z = 55, 70)d 1198 1196 +2 MS, RI, RT 0, 1, 2, 3
Octanal (m/z = 69, 84)d 1286 1286 0 MS, RI, RT 0, 1, 2, 3
Nonanal 1395 1396 −1 MS, RI, RT 0, 2, 3
2-Furaldehyde 1480 1474 +6 MS, RI, RT 0, 1, 2, 3
Decanal 1500 1502 −2 MS, RI, RT 0, 2, 3
Benzaldehyde 1530 1528 +2 MS, RI, RT 0, 1, 2, 3
�-Cyclocitral 1636 MS (tentatively identified) 0, 1, 2, 3

Aromatic hydrocarbons
Toluene (m/z = 91, 92)d 1044 1040 +4 MS, RI, RT 0, 1, 2, 3
Aromatic hydrocarbon (m/z = 91, 106)d 1116 MS (tentatively identified) 0, 2
Ethylbenzene 1130 1125 +5 MS, RI, RT 1, 2, 3
m-Xylene 1134 1132 +2 MS, RI, RT 0, 1, 2, 3
o-Xylene 1184 1182 +2 MS, RI, RT 0, 1, 2, 3
Styrene (m/z = 78, 104)d 1265 1261 +4 MS, RI, RT 0, 1, 2, 3
Cymene 1266 1264 +2 MS, RI, RT 0, 1, 2, 3
Aromatic hydrocarbon 1280 MS (tentatively identified) 0, 1, 2, 3
o-Methyl styrene 1367 MS (tentatively identified) 2
Ethynyl benzene 1370 MS (tentatively identified) 2
Dimethylstyrene 1442 MS (tentatively identified) 1, 2

Terpenes
ß-Myrcene 1169 1167 +2 MS, RI, RT 1, 2, 3
Limonene (m/z = 68)d 1194 1194 0 MS, RI, RT 0, 1, 2, 3
Ocimene 1247 1237 +10 MS, RI, RT 2
Terpene 1274 MS (tentatively identified) 0, 1, 2, 3
�-Pyronene 1295 MS (tentatively identified) 0, 2, 3
p-Ment-8-en-2-ol 1305 MS (tentatively identified) 3
Terpene 1377 MS (tentatively identified) 0, 1, 2, 3
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Table 1 (Continued)

Volatile compounds RIcalc RItab
a �RI IDb Occurrencec

�-Isophorone 1400 MS (tentatively identified) 0, 1, 2, 3
2-Bornene 1528 MS (tentatively identified) 0, 1, 2, 3
Linalool 1560 1554 +6 MS, RI, RT 0, 1, 2, 3

Furans
Furan (m/z = 39, 68)d 809 802 +7 MS, RI, RT 0, 1, 2, 3
2-Methyl furan 880 876 +4 MS, RI, RT 0, 1, 2, 3
3-Methyl furan (m/z = 81, 82)d 897 893 +4 MS, RI, RT 0, 1, 2, 3
2-Ethyl furan 949 945 +4 MS, RI, RT 0, 2, 3
2-Ethyl-5-methyl furan 1042 MS (tentatively identified) 0, 1, 2, 3
2-Acetyl-5-methyl furan (m/z = 109, 124)d 1061 MS (tentatively identified) 0, 1, 2, 3
Vinyl furan (m/z = 65)d 1082 MS (tentatively identified) 0, 1, 2, 3
2-Pentyl furan 1240 1240 0 MS, RI, RT 0, 1, 2, 3
3-(4-Methyl-3-pentenyl) furan (perillen) 1423 MS (tentatively identified) 0, 1, 2, 3

Sulfur compounds
Dimethyl sulfide 750 745 +5 MS, RI, RT 0, 1, 2, 3
Mercapto acetone (m/z = 43, 90)d 1058 MS (tentatively identified) 0, 1, 2, 3
Dimethyl disulfide (m/z = 79)d 1080 1075 +5 MS, RI, RT 0, 1, 2, 3
2-Methyl tiophene 1095 1090 +5 MS, RI, RT 0, 1, 2, 3
3-Methyl thiophene (m/z = 97)d 1115 1120 +5 MS, RI, RT 0, 1, 2, 3
Dimethyl trisulfide 1378 1383 +5 MS, RI, RT 0, 2, 3
2-Propyl thiazole 1383 MS (tentatively identified) 1, 2
2-sec-butyl thiazole 1399 MS (tentatively identified) 0, 1, 2, 3
2-Isobutyl thiazole 1402 1396 +6 MS, RI, RT 0, 1, 2, 3

Esters
Ethyl acetate (m/z = 61, 70, 88)d 897 893 +4 MS, RI, RT 0, 1, 2, 3
sec-Butyl acetate 995 MS (tentatively identified) 0, 1, 2, 3
Isobutyl acetate 1022 1018 +4 MS, RI, RT 0, 1, 2, 3
Terpentyl acetate (m/z = 55, 70, 101)d 1075 MS (tentatively identified) 0, 1, 2, 3
Ethyl hexanoate 1241 1238 +4 MS, RI, RT 1
Ethyl octanoate 1440 1438 +2 MS, RI, RT 1

Nitrogen compounds
Acetonitrile 1012 MS (tentatively identified) 0, 1, 2, 3
3-Methyl butanenitrile 1132 MS (tentatively identified) 0, 1, 2, 3
Nitrometane 1174 MS (tentatively identified) 0, 1, 2, 3
1-Nitropentane 1342 MS (tentatively identified) 0, 1, 2, 3
1-Nitrohexane (m/z = 41, 57)d 1455 MS (tentatively identified) 0, 2, 3
Benzonitrile 1626 MS (tentatively identified) 1, 2

Hydrocarbons
Cis-1,1,3,5-tetramethyl cyclohexane 1312 MS (tentatively identified) 1
Trans-1,1,3,5-tetramethyl cyclohexane 1315 MS (tentatively identified) 1
Cyclohexen-3,5,5,-trimethyl 1600 MS (tentatively identified) 0, 1, 2

Halogen compounds
Chloroform 1024 1018 +6 MS, RI, RT 0, 1, 2, 3

Not identified
m/z = 67, 82 812 MS (tentatively identified) 0, 1, 2, 3
m/z = 67, 111 964 MS (tentatively identified) 0, 1, 2, 3
m/z = 43, 55, 97 997 MS (tentatively identified) 0, 1, 2, 3
m/z = 82, 96, 125 1093 MS (tentatively identified) 0, 1, 2, 3
m/z = 111, 126 1098 MS (tentatively identified) 0, 1, 2, 3
m/z = 111, 126 1109 MS (tentatively identified) 0, 1, 2, 3
m/z = 107, 122 1256 MS (tentatively identified) 0, 1, 2, 3
m/z = 68, 83 1475 MS (tentatively identified) 0, 1, 2

a RItab: RI values from home-made database.
b ID: MS, identification by comparison with NIST mass spectrum; RI, identification by comparison with RI tabulated data; RT, identification by injection of pure standards.
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c Occurrence: 0, compounds identified in the uncontaminated samples; 1, compo
he samples inoculated with E. coli; 3, compounds identified in the samples inocula

d Fragments used for GC–MS peaks integration.

s possible to those used for the DHS-GC–MS analyses: 50 ml
f the liquid phase were conditioned in 500 ml vials for 15 min
t 40 ◦C; a continuous chromatographic air flow (150 ml min−1)
rew the headspace into the sensing chamber. Sensor array
as exposed to the chromatographic air flow for 0.2 min, then
o sample headspace for 3 min and finally again to chromato-
raphic air for 20 min, in order to recover the baseline before the
ext measurement. Explorative data analysis was performed by
sing the EDA software package developed at SENSOR Laboratory
27].

w
w

g
p

identified in the samples inoculated with S. cerevisiae; 2, compounds identified in
ith Aspergillus carbonarius.

.5. Multivariate analysis

Mean, standard deviations and coefficient of variation were cal-
ulated on chromatographic peak areas.

Comparison between the volatile profile of sample inoculated

ith the same microorganism after 2 and 7 days from inoculation
ere performed by means of a t-test (˛ = 0.05).

PCA and LDA were performed on the areas of the chromato-
raphic peaks detected in the tomatoes samples. Prior to analysis,
eak area data were auto scaled to mean zero and unit variance.
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ig. 1. GC–MS chromatograms of tomato samples: (a) not inoculated, (b) inoculat
ith Aspergillus carbonarius, after 2 days from inoculation.

PCA on DHS-GC–MS data for 2-day inoculated samples was car-
ied out on a 12 × 109 matrix, where 12 is the number of samples
three samples for each kind of microorganism plus three not inoc-

lated samples) and 109 is the number of the variables (volatile
ompounds). As for 7-day inoculated samples, PCA was carried out
n a 21 × 109 matrix.

Stepwise LDA based on Wilk’s lambda (F-to-enter = 0.05, F-to-
emove = 0.1) was then performed on the same dataset in order to

u
r
s
t

h Saccharomyces cerevisiae, (c) inoculated with Escherichia coli and (d) inoculated

ompute discriminant functions and to detect the variables more
ontributing to differentiate the aromatic profile of the inoculated
nd not inoculated samples.
The predictive ability of the calculated model was then eval-
ated by the “leave-one-out” cross-validation: each sample was
emoved one-at-time from the initial matrix of data, then the clas-
ification model was rebuilt and the case removed was classified in
he new model.
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Statistical analysis on volatile data was performed by using the
PSS package v. 9.0 (SPSS Italia, Bologna, Italy).

PCA was also carried out on preliminary data obtained from
lectronic nose.

. Result and discussion

.1. Characterization of the volatile profile

As known, the typical aroma of fresh and canned tomato can
ot be ascribed only to few compounds, but it depends on a large
umber of volatiles, the nature and relative amount of which can
e related to the tomato composition as well as to ripening and
rocessing conditions [28–32].

Fig. 1 shows typical gas chromatograms of DHS extracts obtained
rom the analysis of tomato samples not contaminated and con-
aminated with S. cerevisiae, E. coli and A. carbonarius after 2 days
f incubation. Table 1 lists the compounds detected in the samples
nalyzed after 2 days from inoculation.

As for the uncontaminated samples a total of 84 volatile com-
ounds belonging to different chemical classes were identified:
mong them, 17 alcohols, 13 aldehydes, 12 ketones, 9 furans, 8 sul-
ur compounds, 7 aromatic hydrocarbons, 7 terpenes, 5 nitrogen
ompounds, 4 esters, 1 hydrocarbon and 1 halogen compound.

The most abundant compound was dimethylsulfide, accounting
or 26% of the total GC area, followed by 3-methyl-furan (18%), 6-

ethyl-5-hepten-2-one (10%), acetone (8%) and ethanol (7%).
The presence of some of the detected tomato volatiles can be

xplained taking into account both their original (endogenous)
resence in the fresh fruit and their development/increase during
rocessing from precursors like carotenoids, lipids and aminoacids
s a consequence of carotenoids co-oxidation, lipoxygenase activity
nd Maillard reactions [33–35]. In particular, the thermal steril-
zation treatment in the production of canned tomatoes can be
esponsible for the increased amount of some compounds like
-methyl-5-hepten-2-one, one of the most abundant volatile iden-
ified in the analyzed samples. In fact, the amount of this compound,
aturally present in the fresh fruit [29,33], can increase as a con-
equence of the thermal degradation of carotenoids and more
recisely from the oxidative cleavage of lycopene [36,37]. Other
ompounds identified in the analyzed samples and derived from
arotenoids were �-isophorone, �-cyclocitral, toluene and xylenes
36,37].

The presence of C6, C7 and C9 carbonylic compounds in canned
omato samples, such as aldehydes (hexanal, heptanal, nonanal)
nd ketones (2-heptanone) can be related to fatty acids oxidation
38].

As for volatiles derived from amino acids, 2-methylbutanal and
-methylbutanal can be produced from isoleucine and leucine
y Strecker degradation, whereas volatile sulfur compounds like
imethylsulfide, dimethyldisulfide, dimethyltrisulfide, 2-sec-butyl
hiazole and 2-isobutylthiazole can be produced from sulfuric
minoacids in foods submitted to thermal treatment. In the volatile
raction of uncontaminated canned tomatoes were also identified
ome nitro-compounds like nitrometane, nitropentane and nitro-
exane, that can be derived from the oxidation of aminoacids
31].

Another important class of compounds detected in the ana-
yzed tomato products is represented by heterocyclic compounds
ike furans, thiazoles and thiophenes: all these volatiles have been

lready detected in previous studies [39,40].

As for microbial contamination of tomato, it is known that
icroorganisms as bacteria, fungi and yeasts can affect the devel-

pment of different volatile metabolites, which nature and amount
epend on the ability of the microorganisms to selectively trans-
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orm precursor compounds present in the analyzed matrix. In
ddition, some microorganisms, as yeasts and filamentous fungi,
ossess O-glycoside hydrolases that can catalyze the enzymatic
ydrolysis of glycosides, thus releasing additional volatile com-
ounds [41]. In particular, the capability of S. cerevisiae to release
olatiles from glycosidic precursors is well documented [42]. How-
ver, little is known about the production of volatile compounds
rom microbial contamination; further studies need to be per-
ormed to elucidate the role of yeasts in food spoilage and in the
roduction of volatile metabolites [43].

As for the volatile profiles of contaminated canned tomatoes,
7 volatiles were identified in the samples inoculated with S. cere-
isiae, namely 19 alcohols, 12 ketones, 10 aldehydes, 8 aromatic
ydrocarbons, 8 sulfur compounds, 8 furans, 7 terpenes, 6 esters, 5
itrogen compounds, 3 hydrocarbons and 1 halogen compound.
anned tomatoes contaminated with S. cerevisiae were charac-
erized by the highest number and abundance of alcohols being
-methyl-1-butanol (23%) and ethanol (21%) the most abundant
ompounds, followed by ethyl acetate (10%), 3-methyl furan (7%)
nd dimethylsulfide (12%). The great presence of alcohols in these
amples can be ascribed to the fermentative activity of the added
east. In particular, phenyl ethyl alcohol was detected only in the
amples inoculated with this yeast; its origin can be related to the
egradation pathway of phenylalanine or to the enzymatic hydrol-
sis from the glycosidic precursor as already discussed in previous
tudies [44].

As for the aromatic profile of the tomato samples inoculated
ith E. coli, 92 compounds, namely 17 alcohols, 13 aldehydes, 12

etones, 11 aromatic hydrocarbons, 9 terpenes, 9 furans, 9 sul-
ur compounds, 6 nitrogen compounds, 4 esters, 1 hydrocarbon
nd 1 halogen compound were identified. The most abundant
ompounds were dimethylsulfide (20%), 6-methyl-5-hepten-2-one
16%), ethanol (11%), ethyl acetate (10%) and 3-methyl furan (7%).

ith respect to the other contaminated samples, those inoculated
ith E. coli were characterized by higher amounts of aldehydes.

Finally, in the samples inoculated with A. carbonarius a total
f 85 compounds were identified, i.e. 17 alcohols, 13 aldehydes,
2 ketones, 9 terpenes, 9 furans, 8 sulfur compounds, 7 aromatic
ydrocarbons, 5 nitrogen compounds, 4 esters and 1 halogen com-
ound. As for the aromatic profile of samples contaminated with A.
arbonarius, it resulted to be similar to that obtained from the anal-
sis of uncontaminated samples; indeed few volatile compounds
ttributable to the fungal metabolism were detected. In this case,
imethylsulfide was the most abundant compound (24%) followed
y 3-methyl furan (18%), acetone (10%) and ethanol (9%).

In general, volatile profiles of the samples analyzed after 7 days
rom inoculation did not significantly differ from those obtained
fter 2 days, without regard to the kind of inoculation. As for tomato
amples inoculated with S. cerevisiae, no significant differences
ere found for the amount of most of the volatile compounds after
and 7 days from inoculation, with few exceptions, mainly regard-

ng some alcohols, ketones and aromatic hydrocarbons, for which a
light decrease in the chromatographic signals was observed along
he time. On the contrary, a significant increase in the GC responses
as observed for nonanal and decanal after 7 days from inocula-

ion, being these compounds absent in the analyzed samples after
days from inoculation.

A significant decrease in the GC responses after 7 days from inoc-
lation was observed for a limited number of volatile compounds
lso for the aromatic profile of samples inoculated with E. coli and

. carbonarius.

These findings could be explained supposing a decrease in the
icroorganism activity during the time. In addition, the volatile

ompounds produced after incubation could be absorbed by the
atrix and further metabolized [8].
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Table 2
Component matrix for PC1 and PC2 on DHS-GC–MS data from samples analyzed
after 2 days from inoculation

Variable PC1

Nitrohexane 0.93
2-Furaldehyde 0.92
4-Methyl-1-pentanol −0.91
3-Hydroxy-2-butanone −0.9
Styrene −0.89

Variable PC2

2-Propyl thiazole 0.93
NI (RI = 1475) 0.93
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of all the samples into their respective group with a success rate
of 100%, thus achieving a perfect discrimination (Table 4). The
prediction capacity of the discriminant model was evaluated by
the “leave-one-out” cross-validation in order to determine the

Table 3
Standardized canonical discriminant function coefficients for DHS-GC–MS data from
samples analyzed after 2 days from inoculation

Variable Function

1 2 3

Ethanol 12.615 0.109 −0.18
�-Myrcene −11.639 −1.814 1.586
o-Methyl styrene 8.756 2.364 −0.236
6-Methyl-5-hepten-2-ol −12.91 1.297 −0.145
1-Octanol 5.43 −1.011 −0.912

Table 4
Classification and cross-validation results (DHS-GC–MS data from samples analyzed
after 2 days from inoculation)

Predicted group membership

Group 0 Group 1 Group 2 Group 3

Original model
Group 0 100% 0 0 0
Group 1 0 100% 0 0
Group 2 0 0 100% 0
Group 3 0 0 0 100%

Cross-validated
exanol 0.91
-Hexen-1-ol 0.89
imethylstyrene 0.88

.2. Multivariate analysis

A direct comparison among the volatile profiles of differently
noculated samples is not easy to be performed, due to the high
umber of chromatographic peaks present in the chromatograms.

n this case, comparison can be performed by submitting GC peak
reas to multivariate analysis by means of chemometric techniques
s PCA and LDA. Three independent analyses were performed on
ach canned tomato sample showing a very good reproducibility
R.S.D. ≤15%) for most of the compounds.

In order to evaluate the capability of the DHS-GC–MS method
or an early detection of microbial contamination, in the first step
nly data obtained by analyzing the samples after 2 days from inoc-
lation, were elaborated.

PCA is an unsupervised statistical method, allowing to describe
ata without the constraint of initial assumptions on the analyzed
amples. It is a convenient tool for data dimension reduction and
isualization of similarities among samples.

Five principal components were needed to explain about 90%
f the total variance; PC1 accounting for 37% of the total variance
nd PC2 accounting for 29% of the total variance. Table 2 list com-
onent matrix for PC1 and PC2, i.e. the volatile compounds mostly
ontributing to the two first principal components.

As it can be seen from the PC plot (Fig. 2), the aromatic profile
f tomato samples inoculated with S. cerevisiae (group 1) and that
f samples inoculated with E. coli (group 2) resulted to be very dif-
erent, whereas the aromatic profile of sample inoculated with A.
arbonarius (group 3) was similar to those of not inoculated sam-
les (group 0), as previously observed on the basis of the nature and
elative abundance of volatile compounds detected in the samples.
herefore, a complete separation among group of samples could
ot be achieved by means of PCA.

LDA was then applied in order to calculate discrimination func-
ions for the classification of samples in the corrected group and
o find the most useful variables in the differentiation among the
lasses. LDA is a supervised chemometric method widely used
or classification of food samples [19,45–48]. This method mini-

izes the variance within categories and maximizes the variance
etween categories. LDA renders a number of orthogonal linear
iscriminant functions equal to the number of categories minus
; when four classes are considered, three linear discriminant
unctions are obtained. The importance of each variable in dis-
rimination was investigated by analyzing its coefficients in the
iscriminant functions. In addition, the calculation of the values

f these functions for each sample makes it possible to allo-
ate it to the group for which the probability of belonging is
ighest. Three discriminant functions were calculated, the first
ccounting for 98.8% of the variance. According to the standardized

m

ig. 2. PCA score of not contaminated samples and of contaminated samples after
days from inoculation (0: uncontaminated samples; 1: samples inoculated with

. cerevisiae; 2: samples inoculated with E. coli; 3: samples inoculated with A. car-
onarius).

iscriminant coefficients, five variables were found able to discrim-
nate among the considered groups, namely ethanol, �-myrcene,
-methyl styrene, 6-methyl-5-hepten-2-ol and 1-octanol. Stan-
ardized canonical discriminant coefficient are reported in Table 3.

Fig. 3 shows the plot of discriminant scores of the analyzed
amples.

The discriminant functions allowed the correct classification
odel
Group 0 100% 0 0 0
Group 1 0 100% 0 0
Group 2 0 0 100% 0
Group 3 0 0 0 100%
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ig. 3. Plot of discriminant scores of the analyzed samples after 2 days from inocu-
ation.

tability of the model. During the validation procedure each sample
s removed one-at-time from the initial matrix of data; then the
lassification model is rebuilt and the case removed is classified in
his new model. Discriminant analysis model based on metabolic
ngerprints of inoculated samples correctly classified the 100% of
he observations based on cross-validation. The results obtained
rom LDA can be considered very satisfactory, since a small number
f selected volatile compounds were able to guarantee an early
etection of canned tomato samples inoculated with different
icroorganisms.
DHS-GC–MS data obtained by analyzing canned tomato sam-

les after 7 days from inoculation were then submitted both to PCA
nd LDA. Despite little differences were observed in the volatile
rofile of 2- and 7-day inoculated samples, as previously dis-
ussed, chemometric multivariate techniques revealed differences
etween volatile metabolic production of the analyzed samples
epending on time from inoculation, so allowing not only to dis-
riminate samples on the basis of the source of the microbial
ontamination, but also on the basis of time.

A set of 10 variables was selected in order to discrim-
nate samples submitted to LDA: ethyl octanoate (standard-
zed coefficient = 30; it was found only in samples inoculated

ith S. cerevisiae), 4-methyl-1-pentanol (standardized coeffi-
ient = −29), 2-methyl propanal (standardized coefficient = 3.57),
-sec-butyl thiazole (standardized coefficient = 2.67), not identi-
ed compounds at RI = 1475 (standardized coefficient = −2.00),
cetone (standardized coefficient = −1.47), 3-methyl butanenitrile
standardized coefficient = 1.40), o-methyl styrene (standardized
oefficient = 0.87), ocimene (standardized coefficient = −0.7) and
imethylstyrene (standardized coefficient = 0.268). Also in this
ase, 100% of correct classification was obtained.

.3. Electronic nose analysis

EN analyses were performed on the headspace of canned tomato

amples after 2 days from inoculation, in order to investigate its
apability to distinguish between pure and contaminated samples.

Exploratory data analysis was performed by extracting the fea-
ure R/R0 for each sensor, being R the resistance value of a sensor

R

ig. 4. PCA score plot of EN analysis of uncontaminated and contaminated samples
fter 2 days from inoculation.

uring the exposition to the sample headspace and R0 the corre-
ponding value of the baseline. Since PC1 was found to be mainly
elated to the intrinsic variance of the samples, PC2 and PC3 were
aken into account.

PCA analysis (Fig. 4) showed that the EN was able to clearly
istinguish samples spoiled by E. coli and S. cerevisiae, whereas
he data related to the samples contaminated by A. carbonarius
verlapped those corresponding to uncontaminated product. The
btained results were similar to those achieved in the DHS-GC–MS
tudy, thus suggesting the use of EN as a useful tool for the early
etection of microbial spoilage.

. Conclusions

The DHS-GC–MS analysis of contaminated and not contami-
ated canned tomatoes evidenced significant differences in the
ature and relative abundance of volatile compounds. In addition,
DA allowed to identify the set of variables better discriminating the
nalyzed samples. The characterization of the aromatic profile of
anned tomatoes inoculated with different microorganisms could
rovide the potential for identification of the organism responsible
or spoilage and determination of both quality and shelf life.

Preliminary findings from EN analyses carried out on not con-
aminated and contaminated samples showed a good agreement
ith the results obtained by means of DHS-GC–MS and suggested

he usefulness of EN as early spoilage detection tool.
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a b s t r a c t

In this work, novel mesoporous silica hollow spheres (MSHS) were chosen as an immobilization matrix, to
construct a mediator-free third-generation HRP biosensor. UV–vis spectroscopy revealed that horseradish
peroxidase (HRP) entrapped in MSHS could retain its native structure. FTIR spectroscopy and nitrogen
ccepted 15 June 2008
vailable online 5 July 2008

eywords:
ollow mesoporous silica spheres
orseradish peroxidase

adsorption–desorption isotherms indicated that HRP are intercalated into the mesopores. The direct elec-
tron transfer of HRP entrapped in MSHS was observed. A pair of stable and well-defined redox peaks of
HRP with a formal potential of about −0.150 V (vs. Ag/AgCl) in 0.1 M pH 7.0 phosphate-buffered solution
(PBS) were obtained. The biosensor exhibited a fast amperometric response to H2O2 with a linear range
of 3.9 × 10−6 to 1.4 × 10−4 M (R = 0.997, N = 20). The detection limit was 1.2 × 10−6 M based S/N = 3.
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. Introduction

Electrochemical sensors, such as third-generation amperomet-
ic biosensors, which are based on the direct electron transfer
etween the enzyme and the electrode, have attracted considerable
ttentions in recent years [1–3]. Direct electrochemical detection
f hydrogen peroxide is of practical importance in chemical, bio-
ogical, clinical, and many other fields. However, proteins exhibit a
ather slow rate of heterogeneous electron transfer at conventional
lectrodes due to inaccessibility of the electroactive centers as well
s its absorptive denaturation and unfavourable orientation of pro-
eins on the electrode surface [4,5]. Therefore, the immobilization
f enzyme is essential to the performance of biosensors.

In order to achieve direct electron transfer between HRP and
lectrode, surfactant [6], polymer [7,8], and nanomaterials like the
norganic oxide such as antimony oxide bromide (AOB) [9], TiO2
10], ZrO2 [11,12], CaCO3 [13] and composite materials [14–16] have

een used as the immobilization matrices. Among these materi-
ls, mesoporous silicas (MSs), have several advantages [17–19]:
S possess large surface areas, highly ordered pore structures,

ery narrow pore size distributions, and variable pore diameters,

∗ Corresponding authors. Fax: +86 411 84379213.
E-mail addresses: lxsun@dicp.ac.cn, sunlixian168c@yahoo.com (L. Sun),
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nd hence are good candidates as host materials for biomolecules
20,21].

Previous studies show that either mesostructure or morphology
as a significant influence on the adsorption behavior of proteins
nd the performance of biosensor in addition to their framework
omposition and surface properties [22–26]. Liu et al. synthe-
ized mesoporous silica of various morphologies and structures and
nvestigated the lysozyme adsorption behaviors [27]. The highest
ysozyme adsorption capacity of 536 mg g−1 was obtained on the

esoporous silica with cellular foam structure. Mesoporous hollow
pheres with a rough surface exhibit the fastest adsorption rate and
an adsorb more than 97% of lysozymes from the solution within
min.

Dai et al. reported that hexagonal mesoporous silicas (HMSs)
an promote direct electrochemistry of many proteins such as
yoglobin, hemoglobin and horseradish peroxide [28–30]. Taking

ccount of the novel properties of silica hollow spheres (MSHS), it
ight serve as a promising host material for the redox protein to

onstruct electrochemical biosensor. However, to our best knowl-
dge, direct and unmediated voltammetry of HRP or any other
edox enzyme incorporated in mesoporous silica hollow spheres

as not been reported until now. In this paper, HRP was used as a
imple model to study the feasibility of using this material in bio-
lectroanalysis. With isoelectric point (pI) at 8.8, HRP was positively
harged at pH 7.0, and thus could easily assemble on this novel
aterial which is negatively charged. As an enzyme immobilization
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Table 1
Physicochemical properties of mesoporous silica and the amounts adsorbed of HRP.

Mesoporous
silica

Pore
diameter
(Å)

BET surface
area
(m2 g−1)

Total pore
volume
(cm3 g−1)

Adsorbed
amounts
(mg g−1)
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[32]. To clarify the effect of HRP on mesoporous materials, the N2
adsorption isotherms after HRP loading were investigated (Fig. 1).
For MSHS (pore size: 11 nm), the pore size decreased to 9.9 nm after
HRP loading treatment and pore volume (0.64 cm3 g−1) was 68.8%
of that of MSHS (0.94 cm3 g−1), indicating HRP intercalated into the
44 Z. Cao et al. / Tala

atrix, MSHS can incorporate the enzyme through physical or
hemical actions without the need for any complicated and time-
onsuming covalent attachment process. Combined with Nafion (a
erfluorosulfonate linear polymer with excellent film-forming abil-

ty and stability), MSHS/entrapped with HRP was easily designed
o construct a stable biosensor. The enzyme film could efficiently
etain the bioactivity of the entrapped protein. Meanwhile, dra-
atically facilitated direct electron transfer of HRP and excellent

ioelectrocatalytic activity towards H2O2 were obtained.

. Experimental

.1. Materials

HRP (EC 1.11 1.7, >250 U mg−1) was from Sigma and used without
urther purification. Hydrogen peroxide (H2O2, 30%, w/w) was from
eijing Chemical Engineering Plant, its dilute solution was freshly
repared daily. Phosphate buffer solutions (PBS, 0.1 M) with differ-
nt pH values were prepared by mixing the standard stock solutions
f Na2HPO4 and NaH2PO4 and adjusting the pH with 1.0 M H3PO3
r NaOH. Other reagents were of analytical reagent grade and used
s received. The method of synthesis of Mesoporous silica hollow
phere was described else where [27].

.2. Measurements and apparatus

UV–visible (UV–vis) absorption spectroscopy was carried out
y using a GBC-cintra 20 spectrophotometer. FTIR Spectra were
btained on a Bruker Equinox 55 Fourier transform infrared spec-
rometer (FTIR).

In adsorption experiments, 40 mg of mesoporous silica was
ispersed in a solution of HRP (5 mg/mL, pH 7.0). The resulting
ixture was continuously shaken in a shaking bath at room tem-

erature for 24 h to reach adsorption equilibrium, then centrifuged
t 10,000 rpm for 10 min. The supernatant was analyzed by UV
bsorbance at 403 nm. Adsorbed amounts were measured by the
ifference in the concentration of the enzyme before and after
dsorption.

N2 adsorption–desorption measurements were conducted on
micromeritrics ASAP 2000 apparatus at 77 K using nitrogen as

he adsorption gas. MSHS (150 mg) was dispersed in a solution of
RP (5 mg/mL, pH 7.0) and shaken for 3 h for enzyme absorption.
he bioconjugates, denoted as MSHS–HRP, were then centrifuged
nd washed with distilled water three times, and dried prior to N2
dsorption–desorption measurements.

Electrochemical measurements were performed on an IM6e
lectrochemical workstation (Zahner-Elektrik, Kronach, Germany)
ith conventional three-electrode cell. The as-prepared enzyme

lectrode, a platinum electrode and an Ag/AgCl (saturated with
aCl) were used as the working electrode, counter electrode and

eference electrode, respectively. All experimental solutions were
eoxygenated by bubbling high-purity nitrogen for at least 20 min
nd maintained under nitrogen atmosphere during measurement.
xperiments were carried out at room temperature (18 ± 2 ◦C).

.3. Preparation of enzyme electrodes

Prior to use, the glassy carbon electrode (GC, 3 mm in diameter)
as polished to a mirror-like surface with 1.0, 0.3, and 0.05 �m

lumina slurry followed by rinsing thoroughly with doubly distilled

ater. The electrodes were successively sonicated in 1:1 nitric acid,

cetone and doubly distilled water in an ultrasonic bath, and then
llowed to dry at room temperature.

The enzyme electrode was prepared by a simple casting method.
ypically, 5 �L of a homogenous solution (pH 7.0) containing
SHS-110 110 320 0.94 246
SHS-90 90 758 1.00 216
SHS-82 82 690 0.94 145

.5 mg mL−1 MSHS (pore size 11 nm), 2.5 mg mL−1 HRP and 1/5
vnafion/vtotal) Nafion was dropped on the surface of pretreated GC
lectrode to prepare the HRP/MSHS/GC electrode. A breaker was
overed over the electrode so that water can evaporate slowly in
ir and a uniform film electrode can be formed, the dried enzyme
lectrode was stored at 4 ◦C in refrigerator while not in use.

. Results and discussion

.1. Enzyme adsorption

The as-prepared samples have hollow spherical morphology
ith different pore sizes ranging from 8.2 to 11.0 nm, see in
ef. [27]. HRP molecules possess an oval-shaped structure with
molecular size of 4.3 nm × 3.7 nm × 6.4 nm which is smaller

han the pore diameter of the hollow spherical samples. At pH
.0, the HRP (pI, 8.8) should be positively charged, and the
ilica surface is negatively charged [31]. Thus the adsorption
roperties of the mesoporous material under the present con-
itions can be related to the mesostructure of the materials.
he results of adsorption capacity of MSHS were summarized in
able 1.

The mesoporous hollow sphere materials showed the adsorp-
ion of large amounts of HRP, 141–246 mg g−1. And MSHS with the
argest pore diameter (11.0 nm) exhibited the highest HRP adsorp-
ion capacity. This is consistent with the findings of lysozyme
dsorption behaviors [27].

Protein could be fixed in the pores of mesoporous materials by
imply immersing the mesoporous material in the protein solution
Fig. 1. N2 adsorption–desorption isotherms after immobilizing of HRP on MSHS.
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ig. 2. UV–vis spectra of (a) HRP in solution, (b) dry MSHS/HRP and dry
RP/MSHS/Nafion composite films on quartz glass.

nternal surface of MSHS [33]. Thus MSHS is a good matrix for HRP
mmobilization.

.2. Spectroscopic characteristics of the MSHS/HRP

UV–vis spectroscopy is sensitive for the characteristic structure
f proteins. The position of Soret absorption band of heme may
rovide information about possible denaturation of heme proteins.
rom Fig. 2, HRP entrapped in MSHS (curve b) or Nafion-MSHS
curve c) has a characteristic Soret absorption band at 403 nm, the
ame as that of native state of HRP in PBS (curve a), and retains its
iological activity. This result suggests no significant denaturation
ccurs.

Fig. 3 shows the FTIR spectra of free HRP with that of HRP
ntrapped in the MSHS. For the pure MSHS (curve a) the absorp-
ion bands due to H2O (1631 cm−1), Si O Si (�as, 1092 cm−1,
s, 804 cm−1) and Si OH (�s, 970 cm−1) are observed, where
as = asymmetric stretching, �s = symmetric stretching [34]. This
ndicates that the as-formed MSHS contain a large amount of OH
roups and H2O on their surfaces [35]. Curve b is the FTIR spec-
rum of free HRP. The amide I band of HRP, which is caused by C O

−1
tretching vibrations of peptide linkages, appears at 1654.9 cm .
he signal at 1535.3 cm−1 indicates the characteristic of amide II,
hich results from a combination of N H in plane bending and C N

tretching vibrations of the peptide groups [36]. Curve c, the spec-
ra of amide I and amide II bands (1656.8 and 1539.2 cm−1) of HRP

Fig. 3. FTIR spectra of (a) MSHS, (b) HRP and (c) MSHS/HRP.
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ig. 4. CV of different modified electrodes in PBS (pH 7.0) at a scan rate of 100 mV s−1:
a) HRP/MSHS/Nafion/GC, (b) MSHS/Nafion/GC, (c) bare GC and (d) HRP/Nafion/GC.

n MSHS are nearly the same as those obtained for native HRP. The
imilarities of the two spectra suggest that HRP retains the essential
eatures of its native secondary structure in HRP–MSHS. The MSHS

ay provide a promising matrix for enzyme immobilization and
iosensor fabrication because of its satisfactory biocompatibility. It
hould be pointed that upon adsorption of the HRP on MSHS, the
ands at 1631 and 970 cm−1 shifted to 1656 and 985 cm−1, respec-
ively. The shift of water vibration adsorption band resulted from
he interaction of NH3

+ groups of HRP with Si groups in MSHS [37].
he shifts of framework vibration bands to higher frequency were
ue to the effect of the intercalated HRP on the pore size. This might
esult from the interaction between HRP and some specific sites on
he pore internal surface of MSHS, consisting with the result of the
2 adsorption isotherm.

.3. Electrochemistry of HRP/MSHS/Nafion/GC electrode

Fig. 4 depicts the typical of HRP/MSHS/Nafion/GC (curve a),
SHS/Nafion/GC (curve b), bare GC (curve c) and HRP/Nafion/GC

curve d) electrode in 0.1 M phosphate buffer solution of pH 7.0
t 100 mV s−1. As shown in CV (curve a), a pair of redox peaks
as observed at the −0.217 and −0.085 V, which was related

o the redox of the immobilized HRP. The low redox potential
ight imply special interactions between the molecular of HRP

nd MSHS, which could strongly affect the heme microenviron-
ent. For HRP/Nafion/GC electrode, only a broad redox peak

ould be observed which shows that a direct electron transfer
rocess could not take place. While the MSHS/Nafion/GC and
are GC displayed no redox peaks in the potential window, indi-
ating electro-inactiveness. We also investigated the effect of
ore size of MSHS on the properties of enzyme electrodes. The
nzyme electrode modified with MSHS possessing largest pore size
howed best performance (data not shown). So following elec-
rochemistry measurements were done with MSHS (pore size:
1.0 nm).

Fig. 5 displays the direct electron transfer behavior of the immo-
ilized HRP at various scan rates. With increasing scan rate, the
edox peak currents of the adsorbed HRP increased, coupled with

lightly enlarged peak-to-peak separation. The cathode peak cur-
ents showed linear response to scan rate from 50 to 1000 mV s−1

inset of Fig. 5). All these result are in accordance with the surface-
onfined electrochemical behavior [38].
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ig. 5. CV of HRP/MSHS/GC electrode in PBS (pH 7.0) at 50, 100, 150, 200, 250, 300,
50, 400, 450, 500, 550, 600, 700, 800, 1000 mV s−1 (from inner to outer). Inset: plot
f cathode peak current vs. scan rate.

.4. Electrochemical response to hydrogen peroxide of
RP/MSHS/Nafion/GC electrode

The immobilized HRP undertakes a direct electron transfer reac-
ion and exhibits an excellent electrocatalytic response to the
eduction of H2O2 in PBS (Fig. 6). An obvious increase in the
athodic peak current was observed when H2O2 was added to
phosphate buffer indicating that a fast direct electron trans-

er reaction between the heme site of the immobilized HRP and
he electrode surface was achieved [39,40]. These results illustrate
hat HRP in the MSHS can retain its bioelectrocatalytic activ-
ty.

As shown in Fig. 7, the amperometric response of the
RP/MSHS/Nafion/GC electrode to successive addition of different
oncentrations of H2O2 at the working potential of −0.2 V was also
nvestigated. Upon addition of an aliquot of hydrogen peroxide to
he buffer, the reduction current increased steeply to reach a stable
alue. The enzyme electrode achieved 95% of the steady-state cur-

ent within 5 s. The calibration plot (inset of Fig. 7) shows a good
inear response range to H2O2 in the wide range of 3.9 × 10−6 to
.4 × 10−4 M (R = 0.997, N = 20), with detection limit of 1.2 × 10−6 M
S/N = 3) and sensitivity of 0.56 A m−1 cm−2. Which is comparable

ig. 6. Electrocatlysis of HRP/MSHS/Nafion/GC electrodes towards H2O2 in PBS (pH
.0) at a scan rate of 100 mV s−1. H2O2 concentrations: (a) 0 �M, (b) 7.8 �M and (c)
5.6 �M.
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ig. 7. Amperometric responses of HRP/MSHS/GC electrode upon successive addi-
ions of H2O at −0.2 V in PBS (pH 7.0). Inset: plot of electrocatalytic current vs. H2O2

oncentration.

o HRP immobilized in TiO2 nanoparticle [41] film on PG electrode
linear response range: 7.5 × 10−6 to 1.23 × 10−4 M, detection limit:
.5 × 10−6 M). The sensitivity is higher in comparison with that
0.184 A m−1 cm−2) obtained by other immobilized HRP electrode
eported previously [14]. The higher sensitivity may be related to
ovel architectures of MSHS that provided better mass transport
nd allowed more HRP loading. The apparent Michaelis–Menten
onstant (km) is calculated to be about 0.22 mM according to the
ineweaver–Burke equation, which was less than those of 1.38 mM
or HRP immobilized in poly (ethylene glycol) [42], 2.3 mM for HRP
mmobilized on a colloid/cysteamine modified gold electrode [43]
nd 5.5 mM for HRP immobilized in polymer [40]. The small km

hows a good affinity between the intercalated HRP in MSHS and
2O2.

The stability of the enzyme electrode has been studied as well.
ven the 50 continuous cyclic scans were carried out in the poten-
ial range from −0.6 to 0.2 V at a scan rate of 100 mV s−1, no obvious
hange of the CV curve could be observed. When the electrode was
tored in pH 7.0 PBS buffer solution at 4 ◦C for 20 days, the CV curve
as still well retained, which suggested that the electrode had an

xcellent stability.
What we should point out is that MSHS is not suitable to

onstruct a third-generation glucose biosensor according our
xperiments (see supplementary data). Although we could observe
he direct electrochemistry of the glucose oxidase (GOD), the
esponse was too poor to be used. The poor response may be due
o a low GOD loading which resulted from the repulsion between
OD (pI, 4) and silica surface (both negatively charged) except a

arger size than HRP molecular [31].

. Conclusion

In this work, the direct electrochemical behavior of HRP immo-
ilized in the silica hollow sphere and the feasibility of a reagentless
ediator-free third-generation HRP biosensor has been investi-

ated. The enzyme electrode has a fast response, wide linear
etection range and low detection limit. The unique mesoporous
ilica hollow spheres could provide a desirable microenviron-
ent for HRP to undergo facile electron transfer reaction. It
lso provides a good biosensing platform for redox-active pro-
eins and enzymes, and may find wide potential applications in
irect electrochemistry, biosensors, biocatalysis and biomedical
evices.
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a b s t r a c t

This paper presents the optimization of instrumental and solution parameters for determination of tamox-
ifen in urine and plasma and formulation by fast Fourier transform square wave voltammetry (SWV) using
a gold microelectrode in flow-injection system. The samples are subjected by the same buffer solution
and are injected in the flow-injection apparatus. By applying a novel square wave voltammetry method
to perform as a sensitive method the voltamograms are recorded. The method used for determination
of tamoxifen by measuring the changes in admittance voltammogram of a gold ultramicroelectrode (in
0.05 mol L−1 H3PO4 solution) caused by adsorption of the tamoxifen on the electrode surface. The best
sensitivity was achieved using a frequency of 600 Hz and a medium composed of 0.05 mol L−1 phos-
phate buffers at pH 2.0. The best performance was obtained with the pH value of 2, pulse amplitude
25 mV, frequency 600 Hz, accumulation potential of −100 mV and accumulation time of 0.5 s. Further-
more, signal-to-noise ratio has significantly increased by application of discrete fast Fourier transform

(FFT) method, background subtraction and two-dimensional integration of the electrode response over a
selected potential range and time window. Calibration plots are given for solutions containing 1.0 × 10−11

to 3.0 × 10−6 mol L−1 of tamoxifen. The detection limit is calculated to be 3.0 × 10−12 mol L−1 (∼2 pg mL−1).
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. Introduction

Trans isomer of (Z)-2-[p-(1,2-diphenyl-butenyl)phenoxy]-N,N-
imethyletylamine (tamoxifen) is a hormone treatment developed
ver 20 years ago. It lowers the risk of breast cancer coming back
recurring) or developing in the other breast. It belongs to a class
f drugs called selective estrogen receptor modulators (SERMs),
hich have both estrogenic and antiestrogenic effects. Tamox-

fen has the same nucleus as diethylstilbestrol but possesses an
dditional side chain (trans isomer) which accounts for its antie-
trogenic activity [1]. Tamoxifen is extensively metabolized after
ral administration. N-desmethyl tamoxifen is the major metabo-

ite found in plasma. N-desmethyl tamoxifen activity is similar
o tamoxifen. The prolonged binding of tamoxifen to the nuclear
hromatin of these results in reduced DNA polymerase activ-
ty, impaired thymidine utilization, blockade of estradiol uptake,

∗ Corresponding author: Parviz Norouzi, Center of Excellence in Electrochemistry,
aculty of Chemistry, University of Tehran, Tehran, Iran. Tel.: +98 21 61112788;
ax: +98 21 66495291.
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.08.027
at concentration 2.0 × 10−8 M is 6.1% for five reported measurements.
© 2008 Elsevier B.V. All rights reserved.

nd decreased estrogen response [2,3]. There were some reports
n determination of that by using Capillary gas chromatographic
n the presence of a number of antidepressants in urine [4]
nd Capillary zone electrophoresis [5], but these methods are so
xpensive and time consuming. The method which introduced in
his paper is too sensitive, inexpensive and fast for detection of
amoxifen.

The combination of ME with square wave voltammetry (SWV)
as recently been shown to be advantageous for environmental
etection of several compounds [6]. The adaptation of this tech-
ology to ASV of tamoxifen on gold ME could provide a substantial

mprovement for rapid analysis [7–9]. This paper describes a fun-
amentally different approach to SWV measurement, in which the
etection limits are improved, while preserving the information
ontent of the SW voltammogram. The approach is designed to
eparate the voltammetric signal and background signal in fre-
uency domain by using discrete fast Fourier transformation (FFT)

ethod. This separation allows, digitally filtrating some of the

oises and decreasing the bandwidth of the measurement. Further
mprovement in the signal was gained by two-dimensional inte-
ration of the electrode response over a selected potential range
nd time window of the signal. Although at sufficiently high scan
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ates CV can approximate an ac voltammetric technique and can
e used to investigate electrode surface phenomena such as physi-
al adsorption, FFT–SWV may be a more appropriate technique for
onitoring analyte adsorption, as the potential dependence of ana-

yte adsorption may be more clearly characterized. SWV measures
he current response while rapid alternating potentials are applied
uring a staircase scan, whereas CV, which uses only a forward and
everse linear dc scan, is not sensitive to the potential dependence
f changes that occur in the double layer.

. Experimental

.1. Apparatus and reagents

All solutions were prepared in double-distilled water using ana-
ytical grade reagents. Reagents in use in preparation of the stock
luent solution for flow-injection analysis (0.05 mol L−1 H3PO4 and
aOH 1 mol L−1 used for adjusting pH of the eluent) were obtained

rom Merck Chemicals. In all experiments all solutions were made
p in the background electrolyte solution, and were used without
emoval of dissolved oxygen.

The equipment for flow-injection analysis included a 10 roller
eristaltic pump (Home made) and a four-ways injection valve
Supelco Rheodyne Model 5020) with a 50 �L sample loop. In all
xperiments, described in this paper, the flow rate of eluent solu-
ion was 0.5 mL min−1.

The Au–ME was constructed from a 25 �m diameter gold wire
Goodfellow). It is the same as what we used in our previous papers
10–20]. In all measurements, an Ag (s) | AgCl (s) | KCl (aq, 1 mol L−1)
eference electrode was used. The auxiliary electrode was made of
Pt wire, 1 cm length and 0.5 mm in diameter.

.2. Sample preparation assay

Twenty tablets were weighed, finely powdered and portions
quivalent to 20 mg tamoxifen were transferred into 100 mL vol-
metric flask; 50 mL distilled water was added, shaken thoroughly
o dissolve, made up to volume and mixed well. Suitable aliquots
f solution were filtered through a Millipore filter (0.45 �m).
mL of the filtered solution was diluted with distilled water in
100 mL volumetric flask. Then 50 �L of the resulting solution
as added to a 100 mL volumetric flask and made up to volume
ith 0.05 mol L−1 phosphoric acid to yield starting concentration

f 2.0 ng mL−1.

.3. Determination of tamoxifen in human urine and plasma

1 mL of untreated urine containing 50 ng mL−1 tamoxifen was
laced into a 5 mL volumetric flask and diluted with water to the
ark. A 1 mL of this solution was diluted with pH 2 buffer solution

o 10 mL into a volumetric flask. Then 50 �L aliquot was injected
nto the FIA system.

For the determination of tamoxifen in plasma, 100 �L aque-
us tamoxifen solutions (50 ng mL−1) were added to 100 �L of
ntreated plasma. The mixture was vortexed for 30 s. In order to
recipitate the plasma proteins, the plasma samples were treated
ith 20 �L perchloric acid HClO4 15%. After that, the mixture was

ortexed for a further 30 s and then centrifuged at 6000 rpm for
min. Then 50 �L aliquot of the obtained supernatant was injected
nto the FIA system. The voltammograms were recorded accord-
ng to the above recommended procedure. The voltammograms of
amples without tamoxifen do not show any signal that can inter-
ere with the direct determination, so external calibration can be
sed.

l
a
w
p
c

Fig. 1. The diagram of potential waveform used in measurements.

.4. Electrochemical setup

All electrochemical experiments were done using a setup
omprised of a PC PIV equipped with a data acquisition board (PCL-
18H, Advantech Co.) was used to output an analog waveform to the
orking electrode and acquire current readings from the working

lectrode that connected to a custom made potentiostat. Most of the
aveform parameters could be modified from within the software;

ncluding the pre- and post-scan potential/time, square wave fre-
uency/amplitude, dc ramp initial/final potential, and ramp time.

In this new method, to improve the detector sensitivity, the
FT–SWV technique was modified in the potential excitation wave-
orm and current sampling and data processing. Fig. 1 shows the
otential waveform consisted of three sections; (a) electrode con-
itioning and (b) accumulation part (c) measurement the potential
aveform contained three additional potential steps, Ec1 to Ec2 (for

leaning the electrode surface) and Es (for accumulation of tamox-
fen). As is shown in Fig. 1, the measurement part of the waveform
ontains multiple SW pulses with amplitude of ESW and frequency
f fo, were superimposed on a staircase potential function, which
as changed by a small potential step of �E. The values of potential
ulse of SW (ESW) and �E were in a range of few mV (10–50 mV).

n potential ramp, the currents sampled four times per each SW
olarization cycle.

. Results and discussion

Fig. 2 shows the changes in the electrode admittance, of the gold
lectrode in 0.05 mol L−1 H3PO4 into the eluent solution, caused by
he injection of a solution of 50 �L of 5.0 × 10−8 mol L−1 tamoxifen.
he FFT–SW modulation had amplitude of 10 mV and a frequency
f 800 Hz. Before each scan, the electrode was held at Ec1 potential
1400 mV) for 60 ms, the Ec2 potential at −200 mV for 60 ms and
ccumulation potential; Es at −100 mV for 500 ms.

The single peak at potential 1000 mV at the voltammogram
s due to the adsorption process of drug and inhibition of redox
ehavior of gold electrode as shown in Eq. (1). When the electrode
otential passes the zero charge potential, changes in the double

ayer capacitance is caused by the reorientation of water molecule

nd ion exchange at the Helmholtz layer. Since such processes (e.g.,
ater molecule reorientation) are too fast, the pseudo capacitance
eak can be observed easily in various electrolytes even at frequen-
ies above 1 MHz. The second peak, with a shoulder, is related to
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b
the measurement of the faradic current. One of the advantages of
scanning approaches for electrochemical detection is that different
parts of voltammogram can be selected for a calculating the detec-
tor signal, based on response integration. A total absolute difference

Fig. 3. (a) FFT square wave voltammograms at a 15 �m Au UME recorded during
−1
ig. 2. Two-dimensional square wave voltammogram of 1.0 × 10−7 mol L−1 tamox-
fen in H3PO4 0.05 mol L−1 at an Au UME to show the change of current because of
ompound adsorption.

xidation of the electrode surface,

Au + 3H2O → Au2O3 + 6e− + 6H+ (1)

hich, led to formation of oxide layer.
At Fig. 3a the peak current change is clear during time after

njection of analyte. The analyte signal appears as a current decline
n certain potential at the FFT–SWVs admittance. It is result of
he inhibition of the electrode surface processes by the adsorbed
amoxifen. The differential form of the voltammograms is shown
n Fig. 3b. In the differential graphs, it can be also noted that the
nalyte signal extends over a potential range of the FFT–SWV.

Unlike redox reactions, adsorption is much more general phe-
omenon. Adsorption of organic molecules onto a gold surface can
e an extremely complex process which also involves the desorp-
ion of adsorbed water molecule, hydroxyl, or electrolyte anions.
lthough there will be some dependence on the structure of the
olecule, adsorption onto metal electrodes will occur in varying

egrees with most organic compounds. Moreover, adsorption of
pecies onto an electrode has been avoided in flowing systems as
t causes electrode fouling and analyte carryover. Such changes in
he electrode surface concentrations and diffusion layer conductiv-
ty will result in a change in the charging current response. When
FT–SWV is used to monitor a flowing system, analyte adsorp-
ion will cause a measurable change in the admittance response.
n addition to this, faradic FFT–SWV current may be result from
hemisorptions of the analyte onto the gold surface. Actually, this
ystem would be very useful for detection of electroactive and
on-electroactive compounds (by using the adsorption behavior
r redox behavior of substances) and coupling by chromatographic
ethod make the system so powerful to separation and determine

he trace amount of compounds.
Norouzi et al. [10–26] reported a detection method by using

owing systems cyclic voltammetry (CV) to monitor the adsorp-
ion of several inorganic and organic molecules onto Au electrode.
imilarly, using FFT–SWV technique, these current responses (in
esponse to an alternating potential) can be examined to determine
he time dependence of the change in the current response due to

nalyte adsorption. It should be noted that in this method all pro-
esses studied involve adsorption of analytes hence both charging
nd faradic currents may potentially carry useful analytical infor-
ation. It is advantageous in FFT–SWV to collect more current

amples near the end of the forward and reverse pulses and use

a
0
1
o
p
i
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ignal averaging to increase the �Q. It is well known that, in the
raditional Osteryoung SWV method, the current is sampled at two
oints for each square wave, t1 (the end of the first SW pulse) and

2 (the end of the second SW pulse). The difference current [(cur-
ent at t2) − (current at t1)] for each square wave is plotted versus dc
amp potential to obtain a peak-shaped voltammogram for an elec-
roactive species. In the Osteryoung technique, the majority of the
harging current will have decayed at the end of each pulse, allow-
ng the faradic current to be sampled independently. FFT–SWV is
ble to sample the current across the entire SW period and use
selected portion of the forward and reverse voltammogram to

alculate the difference current by taking this point that most of
he current response was used to calculate the difference current
i.e., 0–20% of the initial current rejected), the �Q was lower, possi-
ly due to the charging component of the current interfering with
flow-injection experiment. The eluent was 0.05 mol L H3PO4, the flow rate was
.5 mL min−1, and the frequency was 800 Hz. The injected solution (50 �L) contained
.0 × 10−6 mol L−1 tamoxifen in 0.05 mol L−1 H3PO4. (b) Graph (a), when the average
f five Au FFT SW voltammograms (in 0.05 mol L−1 H3PO4) subtracted from the dis-
layed voltammograms, (c) overlapping FFT SW voltammograms all conditions as

n graph (a).
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unction (�Q) can be calculated by using the following equation:

Q (s�)=�t

⎡
⎣E=Ev∑

E=Ei

∣∣A(s, E)E−A(sr, E)E
∣∣+

E=Ei∑
E=Ev

∣∣A(s, E)E−A(sr, E)E
∣∣
⎤
⎦
(2)

here, s is the sweep number, � is the time period between subse-
uent sweeps, �t is the time difference between two subsequent
oints on the FFT–SW curves, A (s, E) represents the admittance of
he FFT–SW curve recorded during the s-th sweep and A (sr, E) is the
eference admittance of the FFT–SW curve. Ei and Ev are the initial
nd the vertex potential, respectively. The reference FFT–SW curve
as obtained by averaging a few FFT–SW curves (10–30) recorded

t the beginning of the experiment (i.e., before injection of the ana-
yte). By optimizing accumulation potential and time, the square

ave amplitude and frequency and selecting suitable flow rate of
he FFT–SW response, the �Q adsorption-based response can be

aximized.

.1. Optimization of FFT–SW frequency and amplitude

In fast voltammetric analysis, the SW frequency and amplitude
re important factors since analyte signal, background noise, and
eak shape rely on speed of excitation signal. It should be noted that
he solution resistance, electrode diameter, and stray capacitance
f the system will limit the sensitivity gains obtained by raising the
W frequency. However, increasing the SW frequency will increase
he SW peak current, or the sensitivity, but this will be tempered
y a higher charging/faradic current ratio. Due to this fact that, the
W frequency acts similar to sweep rate in cyclic voltammetry. For
xample, in this method, in order to achieve a scan rate equal to
r greater than 10 V/s the SW frequency should be at least 500 Hz
assuming an increment of 20 mV with each SW cycle). There-
ore, using very high SW frequencies causes a shorter potential
can times, consequently, the response peak for the flow analysis
ecomes smaller and skewed, due to insufficient time for oxidation

f the electrode surface. While application of lower SW frequencies
esults to a longer potential scan times, which result to lower num-
er of potential scan for each injected sample zone. To study the
ffect of those factors, the SW frequency range 600–2200 Hz and
mplitude 5–40 mV were examined. In Fig. 4 the importance of fre-

ig. 4. The effect of accumulation time and potentialon the response of 15 �m Au
ME to the injection of 5.0 × 10−8 mol L−1 tamoxifen in 0.05 mol L−1 H3PO4.
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ig. 5. The effect of frequency and amplitude on the signal-to-noise ratio of Au UME
esponse to the injection of 5.0 × 10−8 mol L−1 tamoxifen in 0.05 mol L−1 H3PO4.

uency and amplitude is demonstrated for solution of tamoxifen. A
eries of SW frequencies were examined to determine the optimal
requency for the detection of tamoxifen. A plot of SW frequency
ersus �Q showed that a frequency of 800 Hz was the instrumen-
al limit for this system. Above this frequency, excessive charging
urrents interfered with the measurement of the faradic current,
ecreasing the tamoxifen �Q.

Theoretically, the optimal square wave amplitude for a
eversible system is 50/n mV. To determine influence of SW ampli-
ude on �Q, various amplitudes were investigated. Fig. 5 shows
he effect of SW amplitude on increasing �Q was observed with
ncreasing amplitude until 25 mV, after which �Q plateaued and
hen began to decrease when amplitudes greater than 25 mV were
sed. Low frequency noise (baseline drifting) was more pronounced
hen SW amplitudes above 10 mV were used. SW amplitude of

5 mV and frequency of 600 Hz was found to be optimal.

.2. Effect of instrumental variables

As mentioned before, this system used of change in charge
ecause of adsorption of analyte on the surface of gold electrode.
imilar to stripping voltammetric techniques, in this method, the
igh sensitivity is mainly attributed to analyte pre-concentration
ia physical, chemical, or electrochemical adsorption. In Fig. 6 the
mportance of accumulation time and potential is demonstrated
or solution of tamoxifen. In this method, it is also possible to

ake use of the fact that many analytes will adsorb at electrodes
t suitably applied potentials, Es. To optimize the performance of
FT–SWV detection in FIA, the effect of accumulation time on elec-
rode response and peak shape was evaluated. An accumulation
ime range of 0.05–0.9 s and an accumulation potential range −700
o 700 mV were examined.

If analytes cannot be accumulated in the selected time, then
ome loss in �Q would be expected. Therefore, in order to reach a
aximum surface coverage, or maximum sensitivity, the accumu-

ation time should be long enough. However, long accumulation
imes also reduced the number of data points (at lest 10 data
oints need to plot analyte peak) for plotting the electropherogram;

hus, accumulation times of 500 ms were selected as a compro-

ise between maximum �Q and minimum peak broadening. The
osing data point was noted when accumulation time was more
han 800 ms, likely due to short retention time of analyte zone in
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with a corresponding percentage recovery value of 99.95%.
ig. 6. Calibration curve for tamoxifen in 0.05 mol L−1 H3PO4 under optimum con-
ition at flow-injection system.

he electrochemical cell for the flow analysis. So after data ana-
yzing the accumulation time 500 ms and accumulation potential
100 mV was chosen.

.3. Calibration and precision

As mentioned above the electrode response could be expressed
n various ways as peak heights or peak areas. For this reason, the

agnitude of the flow-injection peaks depends on the choice of
he data processing methods. Like stripping voltammetry meth-
ds, here, the electrode response is proportional to the electrode
overage. This assumption, however, may be less obvious when
nhibition of oxide formation by adsorbates (tamoxifen is consid-
red, but not unlikely). Fig. 6 illustrates the obtained calibration
arves for measurements of tamoxifen in 0.05 mol L−1 H3PO4.The
xperimental conditions were set at optimum values in order to
btain the best detection limits. Results shown in this figure repre-
ent the integrated signal for 3–5 consecutive flow injections of the
tandard solution. It has been shown that a decrease of charge in
he oxide formation region on gold caused by adsorption of species
s proportional to the surface coverage [27]. Measurements carried
ut for small analyte concentrations allow the estimation of the
etection limit CDL:

DL = 3sb

slope
(3)

here sb is the standard deviation (or noise) of the baseline around
he flow-injection peak.

The linearity was evaluated by linear regression analysis, which
alculated by the least square regression method [28]. The cal-
bration curves constructed for tamoxifen were linear over the
oncentration range of 1.0 × 10−11 to 7.0 × 10−8 mol L−1. Peak areas
f tamoxifen were plotted versus its concentration and linear
egression analysis performed on the resultant curve. A correla-
ion coefficient of R = 0.9968 with %R.S.D. values ranging from 0.23%
o 3.7% across the concentration range studied were obtained fol-
owing linear regression analysis. Typically, the regression equation
or the calibration curve was found to be Y = 14.45X + 0.2674. Fig. 6

hows the calibration graph that obtained for the monitoring of
amoxifen in a 0.05 mol L−1 H3PO4. The LOD was measured as the
owest amount of the analyte that may be detected to produce a
esponse which is significantly different from that of a blank. Limit
f detection was approved by calculations based on the standard

3

d
r
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eviation of the response (ı) and the slope (S) of the calibration
urve at the levels approaching the limits according to equation
OD = 3.3 (ı/S) [28]. The LOD for tamoxifen was 3.0 × 10−12 mol L−1.
he LOQ was measured as the lowest amount of analyte that can
e reproducibly quantified above the baseline noise, for which
riplicated injections resulted in a R.S.D. ≤1.75%. A practical LOQ
iving a good precision and acceptable accuracy was found to be
.0 × 10−12 mol L−1.

.4. Precision

Precision of the assay was investigated with respect to both
epeatability and reproducibility. Repeatability was investigated by
njecting nine replicate samples of each of the 5.0 × 10−6, 5.0 × 10−9

nd 5.0 × 10−10 mol L−1 standards where the mean concentrations
ere found to be 5.6 × 10−6, 4.8 × 10−9 and 4.5 × 10−10 mol L−1 with

ssociated %R.S.D.’s of 2.5, 1.30 and 0.5, respectively. Inter-day pre-
ision was assessed by injecting the same three concentrations over
consecutive days, resulting in mean concentrations of tamox-

fen of 5.5 × 10−6, 4.5 × 10−9 and 5.1 × 10−10 mol L−1 and associated
R.S.D. of 3.10%, 1.5% and 0.9%, respectively.

.5. Accuracy

Accuracy of the assay was determined by interpolation
f replicate (n = 6) peak areas of three accuracy standards
5.0 × 10−6, 5.0 × 10−9 and 5.0 × 10−10 mol L−1) from a calibra-
ion curve prepared as previously described. In each case, the
ercent relevant error and accuracy was calculated. The resul-
ant concentrations were (5.4 ± 0.3) × 10−6, (4.6 ± 0.2) × 10−9 and
5.1 ± 0.2) × 10−10 mol L−1 with percent relevant errors of 2.6%, 1.1%
nd 0.23%, respectively.

.6. Ruggedness

The ruggedness of the method was assessed by comparison of
he intra- and inter-day assay results for tamoxifen undertaken by
wo analysts. The %R.S.D. values for intra- and inter-day assays of
amoxifen in the cited formulations performed in the same labo-
atory by the two analysts did not exceed 3.5%, thus indicating the
uggedness of the method. Also the robustness of the method was
nvestigated under a variety of conditions such as small changes in
he pH of eluent, in the flow rate, in the buffer composition and
n the laboratory temperature. The result showed that the percent
ecoveries of tamoxifen was between 99.8% and 101.1% which were
ood under most conditions and did not show a significant change
hen the critical parameters were modified.

.7. Recovery

A known amount of tamoxifen standard powder was added to
liquots (n = 20) of tablets contents, mixed and the powder was
xtracted, diluted and analyzed. The final nominal concentration
f tamoxifen was found to be 2.0 × 10−9 mol L−1. The assay was
epeated (n = 9) over 3 consecutive days to obtain intermediate pre-
ision data. The resultant %R.S.D. for this study was found to be 1.2%
.8. Assay of tablets

The method developed in the present study was applied for the
etermination of tamoxifen in tablets from the Iranian market. The
esults showed a percent recovery of 99.92% and a R.S.D. of 1.85%.
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Table 1
Comparison of the detection limit of the proposed method with the other reported.

Added (pg/mL) Interpolated concentration R.S.D (%) R.E. (%)

2500 (plasma) 2530 ± 20 2.7 2.33
1000 (urine) 1100 ± 10 1.7 1.53

Data obtained from five replicates at each concentration. Interpolated concentration
data expressed as mean ± S.D.

Table 2
Application of the proposed method to the determination of tamoxifen in spiked
humane plasma and urine.

Method Detection limit Ref. no.
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apillary zone electrophores 3 ng/mL [5]
apillary gas chromatographic 2.4 ng/mL [4]
FT–SWV 2 pg/mL This work

.9. Determination of tamoxifen in urine and plasma samples

After the application of the method to the Iranian market injec-
ion, the resulting data showed a recovery percentage value of
9.88% and a respective R.S.D. value of 1.95%. The proposed method
as also applied to the determination of tamoxifen in spiked urine

nd plasma samples. The results of analysis of spiked human plasma
n = 5) and urine (n = 5) are shown in Table 1. The results are satis-
actory, accurate and precise. No interference was noticed from the
rine content after just dilution with the supporting electrolyte.
he major advantage of the method as applied to plasma and urine
s that no prior extraction step is required.

.10. Comparison of the sensitivity of the method and other
reviously reported methods

Table 2 compares the detection limit of the proposed method
ith the other reported methods. As it is immediately obvious,

he sensitivity of the method is superior to all previously reported
ethods. The data in Table 2 reveal that the detection limit of the
ethod is about 1200 times lower than the most sensitive reported
ethod.

. Conclusions

This report described a novel, sensitive, and widely applica-
le FFT–SWV FIA detection method using of UME gold electrode.

FT–SWV was demonstrated to provide sensitive detection of a
ide range of analytes based on oxidation of the electrode sur-

ace. Currently, work is progressing on the enhancement of the
etection electronics and FIA cell to allow incorporation of a sec-
nd sensing electrode positioned away from the detection zone

[
[

[
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hich will enable automatic, analog subtraction of the background
esponse. It is hoped that this will make FFT–SWV easier to use as
ell as provide enhanced sensitivity. Also, application of FFT–SWV

o high-performance liquid chromatography is being considered.
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a b s t r a c t

An aqueous two-phase system, based on the cloud point phenomenon, was proposed for blood plasma
albumin depletion prior to gel electrophoresis (SDS-PAGE) analysis. Albumin removal was evaluated using
a mixture of Triton® X-114 and SDS. Variables affecting phase separation and the partition coefficient (K),
such as pH (from 5.0 to 7.6) and salt composition, were first optimized to carry out phase separation at room
temperature and to promote albumin removal (15 min with ca. 95% efficiency) to the surfactant-rich phase,
in a global process that results in reduction of 12% �-helix structures, confirmed through circular dichroism
analysis. Gel electrophoresis analyses were carried out to compare crude human plasma composition
with human plasma submitted to the cloud point procedure as well as the same plasma submitted to
Circular dichroism the separation of albumin using a commercially available system based on a chromatographic affinity
column. The cloud point extraction procedure allowed identification of 18 protein bands present in the

ultin
.
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. Introduction

Albumin represents approximately 50% of total blood plasma
roteins. Although it presents great importance to the sample [1],
he high albumin concentration in a given system can also be con-
idered a significant problem in studies involving biomarker anal-
ses. Thus, albumin removal from a sample becomes fundamental
or obtaining adequate separation [2], since these biomarkers are
ommonly present at lower concentration levels in a sample, and
ust be isolated from major proteins before analysis [3].
Thus, the development of efficient and fast methodologies for

rotein extraction and purification is of utmost importance [4,5].
ethods applying aqueous two-phase systems as cloud point

xtraction (CPE) can be an attractive alternative to promote albu-
in depletion. In fact, CPE has been receiving a large amount of

ttention for isolating and concentrating important biomolecules,
ncluding proteins [6–12], because only a few minutes are needed
o bring most two-phase systems into equilibrium and biocompat-
ble conditions, in terms of pH and temperature are attained [6].
uch conditions are attractive features of easy scale-up [6,13].
In a general way, CPE systems are based on the application
f nonionic surfactant solutions with controlled temperature and
onic strength, leading to a coacervation process: above the crit-
cal micellar concentration (CMC) surfactant monomers tend to
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g in a more detailed electrophoretic profile, when compared with crude
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orm aggregates, which are denominated micelles. By increas-
ng the solution temperature and/or the ionic strength by using
osmotropic ions a reduction of the monomer solubility due to
ehydration of oxyethylene groups can be attained. As a conse-
uence, two immiscible phases are formed: one of them containing
high surfactant concentration, called the rich phase, and other

ontaining a lower surfactant concentration, near to the CMC,
enominated the poor phase [14].

Due to the complexity, variability and instability of the analytes
proteins), universal or official methods for protein depletion are
ifficult to establish. The present work describes a CPE system,
ffering a new alternative for serum albumin depletion. Since this
trategy depends on several variables, such as pH, temperature,
ype and concentration of the surfactant, net charge, etc., they were
rst optimized, and circular dichroism (CD) analysis was carried out
sing the optimized system to highlight those biocompatible char-
cteristics attained with this new albumin depletion procedure.
inally, gel electrophoresis analyses were carried out for compar-
sons between the rich and poor phases when CPE was applied,
s well as for checking the CPE albumin depletion efficiency when
ompared with a commercially available system.

. Materials and methods
.1. Reagents, solutions and samples

All reagents were of analytical grade. The nonionic surfactant
olyoxyethylene (8) isooctylphenyl ether (trade name as Triton®



9 da / T

X
S
T
B
p
i
a
a
G
p
M

m
p

s
o
p
s
T
a
a
T
p
m
c

p
h
s

2

i
B
0
s

o
p

2

c
m
t
o
k
t
A
a
m
P
s
7

c
c
t

2

i

p
l
r

c
p
o
a
s
0
u

e
e
a

2

o
s
t
T
5

1
c
f
d
m
(
S
b
i
(

w
a
G
H

c
d
o
c
g

w
m
c
t

P
U

3

r

86 M.A.O. da Silva, M.A.Z. Arru

-114) was obtained from Sigma–Aldrich (Steinheim, Germany).
odium dodecyl sulphate (SDS) was from USB (Cleveland, USA).
he reagents applied in gel electrophoresis were from Amersham
iosciences (Uppsala, Sweden). All other chemicals (including
hosphoric acid, potassium dihydrogen phosphate, sodium hydrox-

de, hydrochloric acid, Coomassie Brilliant Blue G-250, ammonium
cetate, methanol, ethanol, tris(hydroxymethyl)-aminomethane
nd the albumin standard) were obtained from Merck (Darmstadt,
ermany) and J.T. Baker (Phillipsburg, NJ, USA). All solutions were
repared with deionized water (≥18.2 M� cm) obtained using a
illi-Q water purification system (Millipore, Bedford, USA).
All tests were carried out in a buffered medium, including albu-

in standards, using a phosphate/NaOH buffer. Concentrations and
H were adjusted accordingly.

In order to optimize the entire albumin extraction process, a
urfactant concentration study was carried out. Adequate volume
f Triton® X-114 and a 10% (w/v) SDS stock solution, prepared in
hosphate buffer, were mixed into 10-mL test tubes, to produce
olutions with final concentrations ranging from 1.0% to 5.0% (v/v)
riton® X-114 and from 0.1% to 1.0% (w/v) SDS. Finally, a 500 mg L−1

lbumin standard stock solution prepared in phosphate buffer was
dded to each solution to produce a 125 mg L−1 albumin solution.
his final concentration allows adequate rich phase volume to the
rotein added mass, avoiding rich phase saturation, as well as mini-
ization of sample dilution effects, once that at higher degree they

an impair circular dichroism analysis.
Human plasma, free of disease, was provided by the Clinical Hos-

ital of UNICAMP. Clinical controls of the samples were made at the
ospital, and the bags were received in our laboratory with their
eal of approval. They were stocked at −20 ◦C until analysis.

.2. Phase separation procedure

Cloud point (CP) measurements were visually performed by
nserting the test tubes in a thermostated water bath (Amersham
iosciences, Multi Temp III, Freiburg, Germany). A heating rate of
.5 ◦C each 30 s was applied, until obtaining permanent anisotropic
olutions, characterizing the CP [4].

Solutions were centrifuged at 1780 × g for 5 min and fractions
f the rich (lower) and the poor (upper) phases were collected for
rotein quantification.

.3. Protein quantification

The Bradford method [15] was applied for all protein quantifi-
ation. Since the presence of surfactant led to interference in this
ethod, the collected fractions were first submitted to a precipita-

ion procedure. Each sample volume was mixed with five volumes
f 0.1 mol L−1 ammonium acetate in methanol. This mixture was
ept at −20 ◦C for 3 h. Then, the supernatant was removed, and
he pellet dissolved with 0.1 mol L−1 phosphate buffer at pH 7.2.
liquots of 200 �L were placed in a plastic cell followed by the
ddition of 2.5 mL of Bradford reagent [15]. Absorbance values were
easured at 595 nm in a UV–vis spectrophotometer (Micronal, São

aulo, Brazil), after a 5-min reaction. Bovine serum albumin (BSA)
olutions (25–100 �g mL−1), in 0.2 mol L−1 phosphate buffer at pH
.2, were applied as standards in the analytical curve.

Extraction efficiency was evaluated in terms of partition coeffi-
ient, K, defined as the ratio between rich and poor phase protein
oncentrations, respectively. It was obtained via total protein quan-
ification using the Bradford method.
.4. Circular dichroism analysis

CD analyses were carried out in a Jasco automatic record-
ng spectropolarimeter, model 720 (Tokyo, Japan). A cell with a

t
o
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t
v
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ath-length of 0.1 cm was used. CD spectral parameters used wave-
engths ranging from 195 to 250 nm; a cell temperature at 20 ◦C;
esolution of 1 nm and 100 mdeg of sensitivity.

Protein analyses were carried out in the rich phase, after pre-
ipitation with ammonium acetate 0.1 mol L−1 in methanol. The
ellet was dissolved with 0.2 mol L−1 phosphate buffer at pH 5.0 to
btain 1.3 �mol L−1 albumin solution. As reference, a 1.3 �mol L−1

lbumin standard solution, also in phosphate buffer, previously
ubmitted to the precipitation procedure with ammonium acetate
.1 mol L−1 in methanol and dissolved with phosphate buffer was
sed.

The results were expressed in terms of mean residue molar
llipticity (�), in units of deg cm2 dmol−1. For secondary structure
stimations, four different algorithms (Selcon 2 and 3 [16], K2D [17]
nd CONTIN [18,19]) were applied.

.5. Gel electrophoresis analysis

Gel electrophoresis analysis (SDS-PAGE) were carried out in
rder to evaluate albumin removal from plasma samples. For this
tudy, 100 �L of human plasma were added to test tubes con-
aining previously optimized surfactant concentrations: 4.0% (v/v)
riton® X-114, 0.8% (w/v) SDS in 0.2 mol L−1 phosphate buffer at pH
.0.

After the phase separation procedure, 1.0 mL of poor phase and
.0 mL of rich phase were collected in different test tubes and pre-
ipitated with 4.0 mL of acetone. The mixtures were kept at −20 ◦C
or 3 h. Then, the supernatants were removed and the pellets were
issolved using a denaturant electrophoresis buffer composed by a
ixture of Tris (hydroxymethyl)-aminomethane 60 mM at pH 6.8

adjusted using concentrated HCl); 10.0% (w/v) glycerol; 20% (v/v)
DS; 5.0% (v/v) �-mercaptoethanol and 0.001% (w/v) bromophenol
lue [20]. In order to obtain well defined gels, solutions contain-

ng 320 �g mL−1 of protein (solution A) and 160 �g mL−1 of protein
solution B) were prepared.

25 �L of solutions A (8 �g of protein) and B (4 �g of protein)
ere used for SDS-PAGE analysis. The separation using a 10.0% (w/v)

crylamide gel and the protein stain were carried out according to
arcia et al. [21]. The protein markers (#SM0431, MBI Fermentas,
anover, USA) were used for molecular mass estimation.

Two other electrophoretic runs were carried out in order to
ompare the proposed method. In the first, crude plasma was
iluted with denaturant electrophoresis buffer [20] in order to
btain a solution with final concentration of 320 �g mL−1. In this
ase, 25 �L of diluted plasma (8 �g of protein) was applied in the
el.

The second one received a previously depleted sample, which
as submitted to a commercially available system (Montage Albu-
in Depletion Kit, Millipore, USA), based on an albumin affinity

olumn. For this sample, the standard kit’s protocol, described in
he user’s guide was applied.

The gels were scanned and images were analyzed using the Gel-
ro Analyzer® 3.1 software (Media Cybernetics Inc., Silver Spring,
SA), to estimate the protein molar masses of samples.

. Results and discussion

Application of CPE for albumin extraction has some limitations
elated to the high hydrophilicity of this protein, disabling its migra-

ion to the interior of hydrophobic micelles [6]. In this way, in the
ptimization process, charge characteristics of the system were
aken into account, as can be noted through the discussion sec-
ion, once that it is fundamental to attain high partition coefficient
alues.
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.1. Effect of SDS concentration on CP temperature and micelle
ormation

Protein extraction procedures using nonionic surfactants only,
uch as Triton® X-114 or Triton® X-100, are based on excluded
olume interactions involving hydrophobic micelles interiors and
ydrophobic protein regions [22]. Low extraction efficiencies are
requently attained for these systems, when they are applied for
ydrophilic molecules extraction due to the hydrophobic micelle
ores [23]. However, this class of surfactant is commonly used
ecause it provides lower CP, allowing phase separation at biocom-
atible conditions.

The problem in using ionic surfactants only is the difficulty to
romote phase separation, due to the presence of charged micelles.
o attain the CP under these conditions, the addition of inorganic
cids, such as hydrochloric acid, is necessary. Even though this pro-

edure can be applied for metal extraction [24], it is not applicable
or proteins, since conditions with low pH induce to the denatura-
ion of the proteins.

ig. 1. Concentration studies. (A) Effect of SDS on cloud point for solutions con-
aining 125 �g mL−1 BSA and 1.0% (v/v) Triton® X-114 in the presence of 100 mM
hosphate buffer at pH 7.2. (B) Effect of SDS/Triton® X-114 ratio on cloud point
or solutions containing 125 �g mL−1 BSA in the presence of 0.1 mol L−1 phosphate
uffer at pH 7.2.

Fig. 2. Circular dichroism analysis. (A) BSA prepared in 0.2 mol L−1 phosphate buffer
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t pH 5.0; (B) BSA prepared in 0.1 mol L−1 phosphate at pH 5.0 after precipita-
ion process with 0.1 mol L−1 ammonium acetate in methanol; (C) BSA prepared
n 0.1 mol L−1 phosphate buffer at pH 5.0 after proposed extraction procedure and
ater precipitation with 0.1 mol L−1 ammonium acetate in methanol.

To resolve this, a mixture involving both ionic and nonionic sur-
actants to promote efficient protein removal procedures is usually
pplied. Parameters involved in this extraction process include the
hape of the formed micelles, hydrodynamic protein and micelle
adii and their charges.

In this sense, SDS concentration ranging from 0.1% to 0.5% (w/v)
as the first parameter evaluated. Triton® X-114 concentration was
xed at 1.0% (v/v) and 100 mM phosphate buffer at pH 7.2 was
pplied. Two antagonic effects can be noted (see Fig. 1A): the first
ne is related to the cloud point decrease at SDS concentrations
etween 0.1% and 0.2% (w/v), when compared with a solution con-
aining Triton® X-114 only. For these solutions, a reduction in the
loud point from 18 to 6 ◦C and from 18 to 14 ◦C, respectively, can
e observed due to the grade of micelles monomers hydration
25]. The second effect consists on the cloud point increase due
o the ionic surfactant predominance in the micelles composition.
or concentrations higher than 0.3% (w/v), poor cloud point values
ere attained. According to obtained results, a mixture composed

y 1.0% (v/v) Triton® X-114 and 0.2% (w/v) SDS (ratio of Triton® X-
14/SDS at 5) was chosen to carry out the optimization once that
his mixture presented low cloud point with the highest possible
onic micelles composition.
.2. Triton® X-114 and SDS concentrations

Five Triton® X-114/SDS concentrations were evaluated while
aintaining the ratio of Triton® X-114 to SDS at 5. Phase separa-

able 1
stimated percentages of �-helix structures

ethod Estimated �-helix structures (%)

Conditions

A B C

elcon 2 58 50 45
elcon 3 55 51 44
2D 65 58 60
ONTIN 71 53 50

verage valuea 62 ± 7 53 ± 4 50 ± 7

sing data obtained from CD analysis, for BSA under three different conditions:
A) 0.2 mol L−1 phosphate buffer at pH 5.0; (B) after precipitation with 0.1 mol L−1

mmonium acetate in methanol; (C) after proposed extraction procedure and pos-
erior precipitation with 0.1 mol L−1 ammonium acetate in methanol.

a Mean ± sampling standard deviation.
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ion is carried out at higher temperatures (above 30 ◦C, see Fig. 1B)
sing surfactant mixtures of 5.0% (v/v) Triton® X-114 and 1.0%
w/v) SDS or even higher. However, with this surfactant mixture,
he micelles presented significant ionic surfactant characteristics,

b
t
0
p

ig. 3. Gel electrophoresis profiles. (A) 8.0 �g of crude plasma diluted with an adequate
olution A (proteins presented in the poor phase) and 4.0 �g of proteins contained in solu
ffinity column and non-retained proteins. The recommended protocol was used. Protein
alanta 77 (2009) 985–990
eing its application not suitable for protein extraction. Thus, for
he optimization studies, a mixture of 4.0% (v/v) Triton® X-114 and
.8% (w/v) SDS was used. It has higher ionic surfactant composition,
roviding better extractions results.

volume of denaturant electrophoresis buffer; (B) 8.0 �g of proteins contained in
tion B (proteins presented in the rich phase); (C) proteins retained on an albumin
standards are represented by (S).
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For all conditions evaluated, the poor phase was visually cloudy
fter the centrifugation process. The addition of 1.0% (w/v) NaCl in
ach test solution was applied to assure complete phase separation
rocess.

.3. Effect of pH

Protein extraction based on cloud point extraction is pH depen-
ent [26,27]. The partition coefficient was obtained close to
hysiological conditions, ranging from 5.0 (albumin isoelectric
oint) to 7.6, using the optimized surfactant concentrations and
.1 mol L−1 phosphate buffer at different pH.

The results obtained reveal that K was greatly increased (from
.10 ± 0.09 at pH 7.2 to 2.8 ± 0.7) when the solution pH was close to
he albumin isoelectric point (pH 5.0). At the isoelectric point, the
verall albumin charge is close to zero. However, it presents side
hains of aminoacids containing positive charges that can inter-
ct with micelles through electrostatic interactions. In addition,
t this pH, albumin solubility is reduced, favoring its migration to
urfactant-rich phase. This behavior is observed even with reduc-
ion of the association constants for albumin and ionic surfactant
omplex formation [28], as a consequence of a highly compacted
rotein structure, minimizing its residue and cavity exposure that
ake interactions with the surfactants difficult.

.4. Influence of electrolyte

Sodium chloride was added to the solution for promoting effec-
ive phase separation, maximizing protein extraction. However,
n adverse effect on protein extraction was noted: micelle charge
eutralization. Sodium ions are disposed on the micelle surfaces
y electrostatic interactions, contributing for both a CP tempera-
ure decrease and albumin–surfactant interactions [29,30]. Thus,
eplacement of NaCl by KH2PO4 was evaluated by increasing the
hosphate buffer concentration from 0.1 to 0.2 mol L−1.

The results show an increase in the K values at pH 5.0 from
.8 ± 0.7 to 9.2 ± 0.5, representing ca. 95% extraction efficiency,
ccording to quantitative protein analysis using Bradford method.
his behavior can be explained in terms of the phosphate ions,
hich present cosmotropic characteristics (higher hydration capa-

ility), thus drastically reducing charge neutralization effects.

.5. Contact time study

The contact time is defined as the period in which the pro-
eins are in contact with surfactant, before the phase separation
rocess is completed. The results obtained for protein extraction,
sing solutions containing 4.0% (w/v) Triton® X-114 and 0.8% (v/v)
DS in 0.2 mol L−1 phosphate buffer at pH 5.0, show only slight
ariations in partition coefficient (K = 3.1 ± 0.5) when contact time
anged from 10 to 50 min.

.6. Circular dichroism analysis

BSA CD analysis (Fig. 2) and (Table 1) obtained for protein
resent in a medium containing 0.2 mol L−1 phosphate buffer at
H 5.0 confirm the presence of ca. 62% �-helix structures (Fig. 2,
pectrum A). This value is in accordance with the literature [31],
roviding evidences that �-helix structures is kept constant for BSA
olecules prepared in phosphate buffer.

Analysis carried out for BSA submitted to the precipitation pro-

edure using 0.1 mol L−1 ammonium acetate in methanol (Fig. 2,
pectrum B) shows a reduction in �-helix structures to 53%, indicat-
ng protein denaturation due to the precipitation process induced

ith high salt concentrations: excess of ammonium acetate reduces

p
w
r

s

lanta 77 (2009) 985–990 989

lbumin solvation as well as the protein excluded volumes as a
onsequence of preferential solvent coordination (water) with ions
rom the precipitating agent. This necessity of local charge solva-
ion and the reduction of protein–solvent interactions results in
ttraction between side chains of BSA aminoacids residues, as well
s protein structure changes [32,33].

Results obtained for BSA submitted to the extraction procedure
ollowed by the precipitation step (Fig. 2, spectrum C) indicate
eduction in �-helix structures to 50% as a consequence of pre-
ipitation procedure, as well as interactions involving BSA and
urfactant monomers. In this case, band reduction at ca. 208 and
20 nm are mainly referred to magnetically allowed transitions

nvolving free electrons from oxygen. It is important to note that
SA presents a relative structural stability conferred due to the
resence of disulfides bounds [34,35].

.7. Electrophoretic profile evaluation after albumin depletion
rocedure

Fig. 3 presents the SDS-PAGE gel separations for crude plasma
Fig. 3A) solutions A (poor phase) and B (rich phase) (Fig. 3B), and

commercial system (Fig. 3C). In crude plasma 10 bands were
etected, including albumin (ca. 63 kDa), as well as other high abun-
ance plasmatic proteins, including immunoglobulin (ca. 146 kDa
nd 30 kDa), and transferrin (at 76 kDa). An undefined band at
4 kDa can also be observed.

As expected, the gel obtained after electrophoresis solution B
Fig. 3B) presented a high albumin concentration, due to the pres-
nce of an intense band ca. 63 kDa. Another eight bands can also
e observed, indicating an unselective extraction. For this separa-
ion, application of higher sample mass could produce an excess of
rotein, albumin particularly, making the analysis difficult.

Solution A (Fig. 3B), representing proteins contained in the
oor phase from CPE, revealed an interesting and highly detailed
lectrophoretic profile. Eighteen bands are visualized in the gel,
ncluding those identified in the gel obtained using crude plasma.
lbumin was also present in this solution (band ca. 63 kDa), show-

ng an incomplete removal. The 54-kDa band is now divided into
wo bands, ca. 54.9 and 55.7 kDa, which can be attributed to
mmunoglobulin and antitrypsin.

Comparison between the cloud point procedure and the extract
rom a commercial system shows that non-retained proteins
equivalent to the poor phase) presented a similar electrophoretic
rofile, resulting in a gel with ca. 15 bands. The retained fraction
equivalent to the rich phase) showed albumin as the major protein,
ut other abundant plasmatic proteins can also be noted.

. Conclusions

The initial purpose of this work was attained, once that a
imple, fast (ca. 15 min) and inexpensive (less than US$ 1.00 per
ample, considering reagents only) procedure is presented for albu-
in depletion using an aqueous two-phase system. An optimized

olution (4.0% (v/v) Triton® X-114, 0.8% (w/v) SDS in 0.2 mol L−1

hosphate buffer at pH 5.0) allowed albumin extraction to the
urfactant-rich phase at room temperature, due to charge inter-
ction between micelles and target protein. The control of pH and
onic strength were the most important factors involving the extrac-
ion process: the first acts by changing the overall charge of the

roteins, allowing their migration to the surfactant-rich phase,
hile the second defines the micellar surface charge, which is

esponsible for micelle–protein interactions.
The presence of electrostatic interactions involving micelles

urface and BSA, as well as the precipitation step for promoting
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urfactant removal, resulted in 12% �-helix reduction, indicating
hanges in the protein structure. However, the proposed method
oes not present limitation due to these conformational alterations.

Gel electrophoresis showed preferential albumin extraction to
he rich phase when the optimized system was applied to blood
lasma samples. Less abundant proteins were observed in the poor
hase, resulting in a highly detailed electrophoretic profile. A com-
ercial system for albumin depletion, based on a protein affinity

olumn, produced similar results to the obtained with the CP pro-
edure, pointing out that this new strategy for albumin depletion
an successfully and routinely be applied for this purpose.
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a b s t r a c t

We developed an analytical method based on solid phase extraction, on-support derivatization and iso-
tope dilution-GC/MS for the detection of dialkyl phosphate (DAP) metabolites, dimethyl thiophosphate,
diethyl thiophosphate, dimethyl dithiophosphate, and diethyl dithiophosphate in human urine. The sam-
ple preparative procedure is simple and fully automated. In this method, the analytes were extracted
from the urinary matrix onto a styrene-divinyl benzene polymer-based solid phase extraction cartridge
and derivatized on-column with pentafluorobenzyl bromide. The ester conjugated analytes are eluted
from the column with acetonitrile, concentrated and analyzed. Compared to extraction–post extraction
derivatization methods for the analysis of DAP metabolites, this on-support derivatization is fast, efficient,
and less labor-intensive. Furthermore, it has fewer steps in the sample preparation, uses less solvent and

produces less interference. The method is highly sensitive with limits of detection for the analytes rang-
ing from 0.1 to 0.3 ng/mL. The recoveries were high and comparable with those of our previous method.
Relative standard deviation, indicative of the repeatability and precision of the method, was 1–17% for the
metabolites.
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. Introduction

Organophosphorus (OP) pesticides are widely used as insec-
icides in agriculture on crops, in residential settings for pest
ontrol and in public health programs to control vector-borne
iseases. Because of this extensive use humans are at poten-
ial risk for exposure to OP pesticides. In humans these OP
esticides are metabolized to form dialkyl phosphates and the
easurement of urinary DAPs is commonly used as a means

f biological monitoring for OP pesticide exposure. The most
ommonly used DAP metabolites are dimethyl phosphate (DMP),
iethyl phosphate (DEP), dimethyl thiophosphate (DMTP), diethyl

hiophosphate (DETP), dimethyl dithiophosphate (DMDTP), and
iethyl dithiophosphate (DEDTP) (Fig. 1). Direct determination
f DAPs using liquid chromatography has not been very com-
on owing to the low sensitivity associated, and majority of the
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ethods of OP analysis are based on gas chromatographic deter-
ination of derivatized DAP metabolites. A conventional sample

reparation involves two steps: an extraction step which isolates
etabolites from the urine matrix followed by a derivatization

tep that yields the desired derivative. The high polarity and
igh water solubility of the DAPs have often posed a consid-
rable problem in isolating them from a polar urinary matrix
nd, to address this issue, many extraction methods including
iquid–liquid extraction [1–5], solid phase extraction [6–8], anion
xchange [9], extractive-derivatization [10], azeotropic distilla-
ion [11–16], lyophilization [17–20] have been tried in the past,
hich were often time consuming and/or labor-intensive. Fur-

hermore, some methods failed to give clean extracts affecting
ubsequent derivatization and interfering in the GC analysis and,
herefore, necessitating pre- or post-derivatization cleanup [14,11].
or example, azeotropic distillation resulted in a viscous gummy
rine residue [12,15] in which DAPs were speculated to be encap-

ulated hindering efficient derivatization [15]. We have applied
olid phase extraction successfully to pre-concentrate OP metabo-
ites from a urinary matrix on a styrene-divinyl benzene (SDVB)
olymer-based sorbent material with a subsequent acid wash to
roduce a relatively cleaner eluate containing the metabolites
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Fig. 1. Dialkyl ph

hich were derivatized to give good recoveries of the alkylated
roducts [21,22].

It is reported that SDVB macroreticular polymeric resins serve as
ood solid supports for analytical derivatization reactions [23–31].
ombined with its high surface area and high adsorptivity which
llows sorption of the analytes by hydrophobic binding [32], the
DVB polymers proved to be good materials to enable simultaneous
xtraction and derivatization from aqueous solution of a variety of
ompound classes [28]. The high retention of the DAP metabolites
n the SDVB polymer prompted us to investigate the feasibility of
erivatization of the metabolites on this solid support, which could,

f works well, provide us with a fast sample preparative method that
ould be fully automated.

Here we report some preliminary findings of this investigation.
n analytical method was developed for the detection of DMTP,
ETP, DMDTP and DEDTP in human urine based on automated solid
hase extraction on-support derivatization and isotope dilution-
C/MS. In this method, acidified urine is passed through the SDVB
PE cartridge to retain the analytes followed by the derivatizing
gent, pentafluorobenzyl bromide, to alkylate the analytes concur-
ently on the solid support. This method is simple, rapid and highly
abor efficient.

. Experimental

.1. Analytical standards and reagents

All organic solvents were analytical grade. Acetonitrile and
oluene were purchased from Tedia Co., Inc. (Fairfield, OH, USA).
nhydrous sodium sulphate was obtained from Mallinckrodt Baker,

nc. (Paris, KY, USA). Concentrated hydrochloric acid, anhydrous
otassium carbonate and tributyl phosphate (TBP) (99%) were
urchased from Aldrich Chemical Co., Inc. (Milwaukee, WI, USA).
,3,4,5,6-Pentafluorobenzyl bromide (99%) (PFBBr) was purchased
rom Sigma–Aldrich Co., Inc. (St. Louis, MO, USA). Analytes DMP
nd DEP (98%) were purchased from Pfaltz and Bauer, Inc. (Water-
ury, CT, USA) and Acros Chemicals (Fairlawn, NJ, USA), respectively.
MTP (98%) and DMDTP (98%) were purchased from Cambridge

sotope Laboratories (Andover, MA, USA). DETP (98%) and DEDTP

90%) were purchased from Aldrich Chemical Co., Inc. (Milwaukee,

I, USA). The isotope-labeled analogues of the analytes, D6-DMP
dimethyl-d6), D10-DEP (diethyl-d10), D6-DMTP (dimethyl-d6), D6-
MDTP (dimethyl-d6), D10-DETP (diethyl-d10) and 13C4-DEDTP

diethyl-13C4) were custom synthesized by Cambridge Isotope Lab-

c
l
s
c
t

ate metabolites.

ratories (Andover, MA, USA). All isotopically labeled standards had
hemical and isotopic purities of at least 99%. A 3 M hydrochlo-
ic acid solution was prepared by diluting 25 mL of concentrated
cid with 75 mL deionized water. Deionized water was organically
nd biologically purified with a Barnstead Nanopure Infinity ultra-
ure water purification system (Barnstead/Thermolyne, Dubuque,

A, USA). Ultra high purity grade nitrogen was purchased from Air-
as Inc. (Radnor, PA, USA).

.2. Preparation of standard solutions and quality control (QC)
aterials

Stock solutions and working solutions of native standards,
sotope-labeled internal standards and TBP internal standard were
repared and stored as previously described [21,22]. Calibration
tandards were prepared daily by spiking 2 mL of blank urine with
2.5 �L of the analyte standard spiking solution and 12.5 �L of
sotope-labeled internal standard spiking solution. TBP internal
tandard (12.5 �L) was added when necessary. QC materials, at lev-
ls low (QCL, 10 ng/mL) and high (QCH, 20 ng/mL), were prepared
s previously described [21].

.3. Sample preparation and automated SPE

The flow diagram in Fig. 2 summarizes the DAP extractive-
erivatization procedure. Human urine (2.0 mL) was thawed,
reated with 3 M hydrochloric acid (30 �L), spiked with isotope-
abeled internal standard (12.5 �L) and vortex mixed. The
utomated SPE procedure was performed on RapidTrace extrac-
or (Zymark Corporation, Hopkinton, MA, USA) using 500 mg/3 mL
ond Elut PPL SPE cartridges (Varian Sample Preparation Products,
arbor City, CA, USA) as follows: The reagent lines were primed
y purging them with water, acetonitrile, and diluted aqueous
ydrochloric acid (dil. HCl) (pH ∼ 1). Urine samples were placed
n the sample rack and SPE cartridges were placed on the column
urret. After conditioning the SPE cartridge with acetonitrile (4 mL)
nd dilute HCl (4 mL) at a flow rate of 1 mL/min urine sample was
oaded at 0.38 mL/min. The cartridge was dried by passing nitro-
en (∼30 psi) through it for 5 min. Next, 15% aqueous potassium

arbonate solution (0.5 mL) was passed through the cartridge fol-
owed by 5 min drying with nitrogen. The derivatizing agent, 3%
olution of PFBBr in acetonitrile (0.5 mL), was then applied to the
artridge at 0.38 mL/min and let stand for 15 min to complete reac-
ion. Elution was accomplished with acetonitrile (4 mL) at a rate of
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DETP, DMDTP and DEDTP in human urine. This method, which
Fig. 2. Flow diagram for analysis of dialkyl phosphate metabolites in urine.

.5 mL/min into a 10 mL vial containing the drying agent, anhydrous
odium sulphate (∼2 g). After allowing for about 5 min in contact
ith sodium sulphate the supernatant was transferred to a 10 mL

ial and concentrated in a Turbovap LV evaporator to about 0.5 mL.
oluene (125 �L) was then added to the sample, re-concentrated
o a final volume of about 75 �L and transferred to an autosampler
ial for analysis.

.4. Instrumental analysis

Analysis was performed under the same conditions as specified
lsewhere [22] using a Hewlett Packard 6890 Gas Chromatograph
quipped with an Agilent 5973 mass selective detector (Agilent
echnologies Inc. Palo Alto, CA, USA). Sample injection (1 �L) was
erformed by the splitless technique onto a J & W Scientific (Fol-
om, CA, USA) DB-5MS ([5%-Phenyl]-methylpolysiloxane) capillary
C column (30 m, 0.25 mm ID, 0.25 �m) using a Hewlett Packard
683 autosampler (Agilent Technologies Inc. Palo Alto CA, USA).
he mass spectrometer was operated in electron impact ioniza-
ion mode at 70 eV and ions were monitored in the selected ion

onitoring mode. The retention times and the detected ions for
he metabolites, TBP and the isotope-labeled compounds are as
iven previously [22]. The data files, acquired using ChemStation
oftware on a PC-based data system, were converted to XCalibur®
les and manually evaluated. The identity of the metabolites was
onfirmed by matching retention times with the isotope-labeled
nternal standard. Quantification was done by the isotope dilution

ethod [33].

i
d
s
W

ig. 3. A sample daily calibration curve for DEDTP. The values are weighted (1/X)
y the Xcalibur software. The plot was linear across the range from 0 to 60 ng/mL
ith correlation coefficient typically exceeding 0.99. The inset shows curve at low

oncentrations.

.5. Limits of detection

Five of the lowest standards were extracted five times each and
he standard deviation was plotted against their concentrations.
he intercept of the best-fit line was taken as S0 which is the stan-
ard deviation as the concentration approaches zero. The analytical

imit of detection (LOD) was calculated as 3S0 [34]. This LOD was
erified by spiking urine samples at or near the LOD level to ensure
hat the analytes could be easily detected.

.6. Recoveries

Blank urine samples that were SPE-extracted and concentrated
ere spiked with the native standard and TBP internal standard

nd then derivatized and analyzed. In parallel, blank urine sam-
les, spiked with only the native standard, were taken through
he extractive-alkylation and spiked with TBP and analyzed. Recov-
ry, determined at three spiked levels, 1, 5 and 50 ng/mL with five
eplicates representing each level, was calculated using the ratio of
he amount of analyte recovered after extractive-alkylation to the
mount representing 100% analyte.

.7. Relative recovery (accuracy)

The relative recovery was determined by enriching urine sam-
les at three concentrations (i.e., 1.25, 6 and 40 ng/mL), and
omparing the calculated concentrations to the spiked concentra-
ions. For each concentration, five replicate samples were analyzed.

slope of 1.0 of a linear regression analysis of the expected value
ersus the calculated value indicates a 100% relative recovery.

.8. Precision

The relative standard deviation (R.S.D.%) which is a measure of
recision was determined by analyzing QC materials at the two
oncentration levels (n = 10 for each level) over a period of 2 weeks.

. Results and discussion

The analytical method presented here can determine DMTP,
s based on automated on-column solid phase extraction-
erivatization and isotope dilution-GC/MS, is simple, fast, highly
ensitive, repeatable, and requires only minimal analyst handling.

e obtained linear calibration curves for all analytes over three



1066 G.K.H. De Alwis et al. / Talanta 77 (2009) 1063–1067

Table 1
Specifications of the analytical method

Analyte R2 of calibration line (%
error of slope)

LOD ng/mL (n = 5) Recoverya ± S.D.b (%; n = 5)
relative to previous methodc

Relative recovery
(%; n = 5)

Relative standard
deviationd (R.S.D.%) (n = 10)

DMTP 0.996 (0.6) 0.30 63 ± 3 71 ± 3 73 ± 6 94.5 13 17
DMDTP 0.999 (0.3) 0.10 128 ± 11 120 ± 11 87 ± 5 105.0 2 2
DETP 0.999 (1.6) 0.10 75 ± 6 61 ± 4 73 ± 6 105.5 5 2
DEDTP 0.999 (1.3) 0.10 67 ± 3 70 ± 4 85 ± 3 101.3 1 2
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on the solid support and could be selectively eluted. SPAD is fast,
has fewer steps in the sample preparation and produces less side
products that may interfere with the analysis. Furthermore, SPAD
is amenable to automation. Among many sorbents, polystyrene-
divinyl benzene (SDVB) copolymer has been found to be an effective
Recovery at 1, 5 and 50 ng/mL.
b S.D., Standard deviation.
c Reference [22].
d R.S.D.% for DAP concentrations of urine samples spiked at 10 and 20 ng/mL.

rders of magnitude with correlation coefficients exceeding 0.99
Fig. 3, Table 1). The limits of detection (LODs), calculated from
epeated analyses (n = 5) of urine spiked with low DAP standards
re shown in Table 1. The LOD values for all analytes compare well
ith those obtained before [22], except for a slightly higher value

or DMTP.
The relative standard deviation (R.S.D.%) values (Table 1), <5%

or all analytes except DMTP, which was ∼15%, indicate the high
epeatability of this method (Table 1). A linear regression analysis
f the expected versus calculated concentrations of urine samples
esulted in excellent slopes showing high relative recovery for all
nalytes (Table 1) ranging from 95 to 106%. We observed excel-
ent agreement between calculated concentrations derived from
his method and our previous method [22] (slope 0.996; R2 0.993)
Fig. 4). A typical chromatogram of a spiked blank urine sample is
iven in Fig. 5.

We could not determine the absolute recovery of the overall
nalytical procedure due to the unavailability of the authentic stan-
ards of the pentafluorobenzyl esters. Neither could we determine
n SPE recovery as we did in our previous methods [21,22] since
his is a simultaneous extractive-derivatization procedure. Under
he circumstances we calculated recoveries of this method rela-
ive to those of our previous method [22]. The results show that
MDTP and DEDTP recoveries were higher compared to our pre-
ious method while DETP showed a similar recovery and DMTP
lightly lower recovery. It was noted that at concentrations 1 and
ng/mL DMDTP recoveries were greater than 100% indicating that
n-column derivatization was more efficient than the derivatiza-
ion separately carried out.
In this analytical procedure, urine is acidified (pH ∼ 1.25)
efore passage through the cartridge so the DAPs are in their
rotonated/un-ionized form to be extracted effectively on the solid
upport. The aqueous potassium carbonate solution that is passed

ig. 4. DAP Concentrations (ng/mL) of a series of standards analyzed by previous
FBBr GC/MS method and new method (62 data points). The gradient of 0.996 and
2 value of 0.993 obtained indicate a good agreement between the two methods.

F
∼
D

ext converts the analytes to their anionic form for efficient deriva-
ization. It also serves the purpose of a wash liquid. The drying step
hat follows removed most of the moisture from the cartridge. The
esidual water that may have been present did not seem to affect
he reaction of DAPs with PFBBr which was subsequently applied
o the column.

Analytical derivatization is an important step in the determina-
ion of organic compounds. It could increase stability of analytes,
nhance volatility, improve chromatographic response and yield
reater structural information [28,35]. However, these benefits of
erivatization are overshadowed by the additional steps involved,
igher material consumption, and the time, labor and costs associ-
ted. Furthermore, the reactions can produce side products that
ould interfere with the analysis [28,35]. Solid phase analytical
erivatization (SPAD), which has gained much interest in the recent
ast, was found to be a solution to these problems [28,36]. SPAD

nvolves simultaneous sorption and derivatization of the analytes
rom aqueous matrix onto the solid phase or sorption immediately
ollowed by derivatization. The formed derivatives are also retained
ig. 5. Sample MS chromatogram for a spiked human urine extract containing
2.0 ng/mL of the analytes and their labeled internal standards (∼10 ng/mL) on a
B-5MS ([5%-Phenyl]-methylpolysiloxane) capillary column.
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aterial for SPAD of many classes of analytes including carbonyl
ompounds [27,28], carboxylic acids [24,25], cannabinoids [23,28],
isphenol A and alkyl phenols [29] from biological/aqueous matri-
es. The SDVB polymer has a high surface area and high adsorptivity,
s compatible with many solvents and can withstand extremes of
H [25,30]. Furthermore, it acts as a catalyst for some derivatization
eactions [27]. The sorbent that we used in our method is a function-
lized form of SDVB polymer that has even a greater hydrophobicity
nd a surface area that could retain even the most polar classes
f compounds through non-polar interactions. On this solid sup-
ort the analytes, DMTP, DMDTP, DETP and DEDTP were sorbed
nd derivatized from the urinary matrix with high yields. Although
MP and DEP are effectively extracted on to the sorbent as we
reviously demonstrated [21,22] they did not alkylate efficiently
t room temperature under which the extractive-alkylation pro-
edure is performed. The extent of derivatization seen was hardly
nough for a meaningful evaluation of these two analytes.

Most of the work in the past [23–28] were performed using SDVB
eads in a reaction vessel. In this SPAD procedure either the deriva-
izing agent is first immobilized on the beads and added to the
iological matrix so the analytes are derivatized and adsorbed on
he surface of the beads or the analytes are first adsorbed from
he biological matrix, the liquid aspirated and the reagent added
o the beads for the derivatization. After removing the liquid phase
y filtration the derivatives are extracted from the beads using an
rganic solvent. In our work we used commercially available car-
ridges with the added advantage of fully automating the sample
reparation using a RapidTrace extractor system which resulted

n less labor-intensive, unattended extraction of samples. Further-
ore, it reduced the solvent consumption drastically compared to

he immobilization method. Application of derivatizing agent after
he initial analyte sorption worked best for us.

With regard to many aspects as discussed above, a potential fully
utomated solid phase extractive-alkylation method that could
etermine all six metabolites would be a vast improvement on
he procedures currently available for DAP analysis. Our work in
his field is by no means complete as the method reported here
as the limitation of not being able to determine DMP and DEP
ue to the low reactivity of these two analytes at room temper-
ture with PFBBr. Work is, therefore, underway in our laboratory
o find a suitable derivatizing agent that reacts efficiently at ambi-
nt temperature with all six metabolites and that could be applied
ffectively in the extractive-derivatization process. Such a reagent
ould greatly enhance the analytical capability of OP exposure
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a b s t r a c t

In this paper we used a chromatographic response function (CRF) that included an output for each of
the two performance parameters (resolution and analysis time) to optimize the separation of five bisphe-
nols by micellar electrokinetic chromatography (MEKC) using multivariate response surface methodology
(RSM). To validate the real utility of this approach, we have also compared the efficiency of the proposed
optimization method with a traditional univariate analysis. For both methods, the selected variables of the
Keywords:
Micellar electrokinetic chromatography
Response surface methodology
Chemometrics
B

analysis were: buffer concentration, pH, amount of organic solvent, and concentration of surfactant. The
predictive nature of a validated response surface design allowed for the elucidation of a strong interactive
effect and resulted in a more labor-efficient optimization when compared to the univariate approach.

Published by Elsevier B.V.
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. Introduction

Among many different alternatives used to improve separations
y capillary electrophoresis (CE), a commonly encountered mode is
icellar electrokinetic chromatography (MEKC) [1,2]. MEKC is per-

ormed by adding surfactants to the background electrolyte (BGE)
n amounts above the critical micelle concentration (CMC). Under
hese conditions, surfactant molecules aggregate, and the result-
ng micelles form a pseudo-stationary phase [3]. The differential
nalyte/micelle interactions are the key factors determining the
electivity of MEKC. Although more hydrophobic analytes typi-
ally show more affinity for the micelles with respect to analytes
f a more hydrophilic character, other factors such as molecu-
ar weight, shape, and dipolar moment may play a fundamental
ole in the separation. These interactions can be altered in many
ays, such as by changing the pH, by changing the type of sur-

actant, or by adding organic solvents to the BGE [4]. Due to its
ow cost, short analysis time, and great versatility, MEKC has been

sed for the quantification of a wide variety of analytes including
mino acids, biomarkers, antiretroviral agents, drugs, pharmaceu-
ical preparations, dyes, flavonoids, antioxidants, and pesticides
5–8]. An additional advantage of MEKC is that in some cases, the
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E-mail address: carlos.garcia@utsa.edu (C.D. García).
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ame surfactant used to create the micelles can be used, even below
he CMC, to control the electro-osmotic flow (�EOF) [9–11] and
mprove the performance of the detector [12,13].

It is therefore clear that many different factors can influence
he resolution and efficiency of separations by MEKC. Separation
oltage, buffer concentration, type and concentration of surfactant,
ype and concentration of organic modifier, and pH have shown to
ave drastic effects on performance [14,15]. Consequently, different
pproaches have been proposed to optimize the separation condi-
ions by MEKC [16–19]. Although the univariate approach is the
implest and probably the most commonly used method to opti-
ize separations by MEKC [20–23], it is generally time consuming,

abor intensive, and assumes the absence of interactions between
he factors. If interactions between factors exist, then simultane-
us variations in the levels of these factors should be considered
n order to optimize the separation to the greatest extent [24]. In
his regard, statistically designed experiments, traditionally used to
ptimize chromatographic separations [25–29], have been applied
o MEKC [24,30–36]. It is interesting to see however, that in most of
hese reports a single output parameter (extraction efficiency, res-
lution between two adjacent peaks, selectivity, number of peaks,

tc.) was selected [24,31,32,37].

In order to be able to optimize an entire electropherogram
when more than a single analyte is important) [30] several
utputs should be factored into a single function. Using resolution
s the main factor to determine the output of the model, Berridge
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Fig. 1. Chemical structures

roposed the use of a chromatographic response function (CRF)
38] to evaluate the quality of a given separation. Similarly, the
erringer’s desirability function (which is based on the trans-

ormation of the measured property to a dimensionless scale for
ach criterion [39]) was applied to the simultaneous optimization
f several chromatographic performance goals [40]. A modified
ersion of Derringer’s desirability function was later applied to
he analysis of transition metals [41]. Although the importance of
hort analysis times in CE and MEKC separations has always been
cknowledged [17], it has only been rarely included as part of the
arameters to consider during optimization [42–46].

In this paper we used a CRF that included a function for each
f two performance parameters (resolution and analysis time) to
ptimize the separation of five bisphenols by MEKC using multi-
ariate analysis. To validate the real utility of this approach, we
ave also compared the efficiency of the proposed optimization
ethod with a traditional univariate analysis. For both methods,

he selected factors of the analysis were: buffer concentration, pH,
mount of organic solvent, and concentration of surfactant. In the
ase of univariate analysis (changing one variable at the time while
eeping the rest at a constant level), the migration time and sep-
ration efficiency were considered in order to sequentially select
he best analytical conditions. For the multivariate analysis, the
lectropherograms obtained were processed to obtain the migra-
ion time and peak width for each analyte, resolution, and the
otal analysis time. Then, a CRF was calculated for each separa-
ion condition using a modified version of the method proposed
y Divjak et al. [41]. The procedure and the results for both the
nivariate and the multivariate method of optimization are herein
escribed.

. Experimental

.1. Materials and reagents

All chemicals were analytical reagent grade and used as
eceived. The selected bisphenols, namely 4,4′-isopropylidene-
is(2,6-dimethylphenol) (tetramethyl bisphenol A); 4,4′-(1,4-phe-
ylenediisopropylidene)bisphenol (bisphenol P); 4,4′-isopropyl-
denediphenol (bisphenol A); 4,4′-ethylidenebisphenol (bisphe-
ol E); 4,4′-(1-phenylethylidene)bisphenol (bisphenol AP) were
urchased from Sigma–Aldrich (Saint Louis, MO). The chem-

cal structure of the selected bisphenols is shown in Fig. 1.
odium borate (Na2B4O7·10H2O) and sodium hydroxide were

o
(
m
m
s

e five selected bisphenols.

urchased from Fisher Scientific (Fair Lawn, NJ). Sodium dode-
yl sulfate (SDS) and acetonitrile (ACN) were purchased from
igma–Aldrich (Saint Louis, MO). Stock solutions of bisphenols
10 mM) were prepared weekly in ACN and stored at 4 ◦C (pro-
ected from light) until use. Aqueous solutions were prepared using
8 M� cm water (NANOpure Diamond, Barnstead; Dubuque, IA)
nd were filtered using a hollow fiber filter (0.2 �m, Barnstead).
he pH of the solutions was adjusted using either 1 M NaOH or
M HCl (Fisher Scientific; Fair Lawn, NJ) and measured using a
lass electrode and a digital pH meter (Orion 420A+, Thermo;
altham, MA).

.2. Apparatus and procedures

A Beckman–Coulter P/ACE MDQ (Fullerton, CA) capillary elec-
rophoresis system and fused silica capillaries (50 �m i.d. × 375 �m
.d. × 30 cm long; Polymicro Technologies; Phoenix, AZ) were
sed. Data acquisition was performed using Karat 32 software
Beckman–Coulter; Fullerton, CA) on an IBM personal computer.
nless otherwise noted, samples were introduced into the capil-

ary by a 3 s, 0.5 psi pressure injection, and subsequently separated
E = 666.6 V/cm) at 25 ◦C. Direct UV detection was performed using
wavelength of 280 nm, through the capillary at a window located
0 cm from the inlet.

.3. Measurement of the critical micellar concentration

As expected, the CMC is a key parameter in MEKC and can be
ffected by a wide variety of factors including the structure and
harge of the surfactant, the type and concentration of the sup-
orting electrolyte, type and concentration of the organic solvents,
olution pH, and temperature. Because most of these factors have
een used to optimize the separation in this report, the CMC of
DS was determined using CE [47]. For these experiments, the
lectrophoretic mobility of a neutral marker (bisphenol E) as a
unction of surfactant concentration (in the premicellar and micel-
ar regions) was followed (data not shown). The highest CMC
alue measured under the selected experimental conditions (vide
nfra, Table 2) was 4.18 ± 0.01 mM. Although similar results were

btained by setting the lower limit of SDS concentration to zero
data not shown), the lowest limit for the experimental design-

atrix was set at the minimum possible, 4.2 mM. As a result,
icelles are present at all the selected conditions, and the only

eparation method involved in the study is MEKC.
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Table 1
Experimental factors and levels used in the Box–Behnken design

Factor examined Level (−) Level (0) Level (+)

Borate concentration (mM) 5.0 15 25
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.4. Desirability functions

Since the two performance goals for the separation were good
esolution among all five bisphenol peaks and short total analysis
ime, the CRF was a product of two types of desirability functions,
s used by Divjak et al. [41]. Resolution (R) between two adjacent
eaks in an electropherogram was calculated using Eq. (1), where
k
m, wk, tk+1

m , and wk+1 are the migration time and the peak width
t base for each of the two consecutive peaks named k and k + 1,
espectively,

k,k+1 = tk+1
m − tk

m

(wk+1 + wk)/2
(1)

wo analytes that give only one peak (co-migration) result in the
esolution of zero. Two Gaussian-shaped peaks are theoretically
esolved at Rk,k+1 > 0.6 and therefore resolution values lower than
.5 were considered not acceptable. A resolution of 1.5 implies a
light overlap of two equal width peaks and is generally considered
ufficient for baseline resolution of equal height peaks. Signifi-
antly larger R-values are not necessarily beneficial as the only
actor contributing to the improvement in resolution is a larger
ifference in migration time of each analyte. Since the peaks are
lready resolved, this only leads to an increase in the total analysis
ime. The value Rk,k+1 can be transformed by Eq. (2) to give Sk,k+1,
dimensionless value between 0 and 1 corresponding to poor res-
lution (Rk,k+1 < 0.5) and maximum resolution (Rk,k+1 approaching
.5), respectively,

k,k+1 = 1

1 + e−2.20Rk,k+1+3.30
(2)

o account for the resolution between adjacent peaks in a sepa-
ation of N analytes, the final form of the desirability function for
esolution (f) was calculated (Eq. (3)) as the geometrical average of
ll individual desirability values Sk,k+1:

=
(

N−1∏
k=1

Sk,k+1

)1/(N−1)

(3)

he desirability function that scales the total analysis time (g) is also
sigmoidal transformation that gives values close to zero for anal-
sis times (T) greater than 45 min and values approaching one for
otal analysis times close to 6 min. Preliminary experiments, mostly
erformed by the univariate approach, were used to set these limits,

= 1
1 + e0.09T−1.94

(4)

he final CRF is the product of the desirability function for resolu-
ion (f) and the desirability function for analysis time (g):

RF(f, g) = fg (5)

q. (5) enables evaluating an entire electropherogram on a dimen-
ionless scale from 0 (poor) to 1 (desirable) corresponding to poor
eparation and/or long total analysis time to good resolution with
hort analysis time, respectively.

.5. Experimental design

A Box–Behnken response surface design was employed to locate
he optimum analytical conditions for the separation by map-
ing the CRF as a function of the different analytical factors. The

ox–Behnken is considered an efficient option in response sur-

ace methodology and an ideal alternative to central composite
esigns. This approach combines a fractional factorial with incom-
lete block designs to avoid the extreme vertices and to present
n approximately rotatable design with three levels per variable.

C
i
a
l

cetonitrile (%) 5.0 15 25
H 8.8 9.3 9.8
DS concentration (mM) 4.2 30 50

n order to select factors and their corresponding limits, prelim-
nary results obtained by the univariate approach were used. If
uch results are not available, the experience of the analyst should
rovide a set of reasonable values for the model. Table 1 shows
he four factors and three corresponding levels of each variable
elected for the optimization experiments. Although these factors
ere selected based on the significant effect that each has on the

utcome of a separation by MEKC based on previous experience
nd results, initial experiments could be defined by the following
eneral guidelines [14,48,34,49]. It is worth noting that the design
odes used in Table 1 (−, 0, +) may imply equally spaced levels
or all the factors. This is true for borate concentration, acetoni-
rile, and pH. Although the selected values for SDS concentration
4.2, 30, and 50 mM) are not equally spaced, preliminary experi-

ents performed setting the lower limit at either 0 mM (no SDS)
r 1 mM (SDS present at sub-micellar concentrations) did not affect
he optimum conditions predicted by the model (data not shown).
s previously stated, the lower limit for SDS concentration was
et at 4.2 mM to ensure the presence of micelles at all condi-
ions.

The concentration of borate and the pH can affect the total anal-
sis time due to ionic strength effects and zeta potential effects
n the electro-osmotic flow (�EOF) [9,10,12,13,20,50–52]. The con-
entration of SDS clearly affects the separation and therefore
he resolution since interactions of the analytes and the pseudo-
tationary phase formed only when micelles are present is the basis
f the separation. The amount of ACN can also affect the analy-
is because it affects both the partition coefficient of the analytes
nd the formation of micelles [3,14,15]. Since varying the pH or
CN is known to affect the aggregation of micelles, the multivariate
odel may also show any significant interactive effects that the pH

nd ACN concentration have with the SDS concentration, revealing
nteractions between commonly used factors that have not been
onsidered in previous studies or that have been considered in a
maller experimental domain [30,44].

.6. Response surface characterization

As reported elsewhere [53], the generalized model used in this
tudy had the quadratic form described in Eq. (6), where the terms
1, X2, X3, and X4 correspond to borate concentration, ACN concen-
ration, pH, and SDS concentration, respectively,

RF = ˇ0 + ˇ1X1 + ˇ2X2 + ˇ3X3 + ˇ4X4 + ˇ11X2
1 + ˇ22X2

2 + ˇ33X2
3

+ ˇ44X2
4 + ˇ12X1X2 + ˇ13X1X3 + ˇ14X1X4 + ˇ23X2X3

+ ˇ24X2X4 + ˇ34X3X4 (6)

q. (6) contains linear terms for all factors, squared terms for all fac-
ors, and products of all pairs of factors. The regression coefficient,
, gives a measure of the rate of change in CRF per unit change in
ach of the factors.
All the generated data were analyzed using JMP (SAS Institute;
arey, NC) statistical software. Factor significance was calculated

n analysis of variance (ANOVA) models that were estimated
nd run up to their first order interaction terms. ANOVA for a
inear regression partitions the total variation of a sample into
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was selected as the optimum pH value for the analysis. At this pH
value the five bisphenols can be baseline separated with the low-
est analysis time. As previously stated, the separation in MEKC is
dictated by the interaction between the micelles and the analytes.
Clearly, in this case the molecular weight of the bisphenols is the
J. Felhofer et al. / Tala

omponents. These components were then used to compute an
-ratio (ratio of mean square for lack of fit to mean square for
ure error) that evaluates the effectiveness of the model. If the
robability associated with the F-ratio is small, then the model

s considered a better statistical fit for the data than the response
ean alone. For all the calculations it was assumed that higher

rder interaction terms did not contribute significantly to the
ehavior of the selected statistical model.

. Results and discussion

For these experiments a group of five bisphenols (tetramethyl
isphenol A, bisphenol P, bisphenol A, bisphenol E, and bisphe-
ol AP) was selected as a model mixture. The selection was based
n several criteria. First, because these compounds have differ-
nt structures, molecular weights, and polarities they allow a
imple evaluation of the advantages and limitations of the pro-
osed approach. Second, bisphenols are widely employed in the
anufacture of plastics used in food and beverage packaging,

aby bottles, dental composites [54], adhesives, protective coat-
ngs, flame-retardants, water supply pipes, and compact disks [55].
hird, bisphenol A has a tendency to leach from those products [56],
nd therefore contamination and the consequent exposure among
umans, have motivated multiple studies about their potential
ffects on fertility [57], development, and cancer [55,58,59]. Fourth,
lthough few reports described the analysis of bisphenol A (and
elated compounds) by electrophoretic techniques [54,60–64],
isphenols are still mainly analyzed by traditional chromatographic
echniques [65–67]. This is, to the best of our knowledge, the first
eport describing the separation of five bisphenols by MEKC.

.1. Univariate analysis

Under the selected conditions, bisphenols are non-ionic species
nd can be separated by MEKC. It is well known that the BGE con-
entration has a significant effect on separations by CE and MEKC
68]. The BGE concentration may not only affect the zeta poten-
ial of the capillary tube, but also the CMC of the surfactant used.
he concentration of BGE is, therefore, one of the factors that can
ffect other factors. In order to study the effect of borate concen-
ration on the separation of the five selected bisphenols, solutions
n the range of 5–30 mM were studied (pH 9.3, 30 mM SDS, 15%
v/v) ACN). The results showed that although higher borate concen-
rations had little effect on the separation efficiency or migration
rder of the analytes (bisphenol E, bisphenol A, bisphenol AP,
etramethyl bisphenol A, and bisphenol P), they reduced the �EOF
data not shown) giving long analysis times. This reduction in �EOF
as believed to be the main reason for the baseline separation of

he bisphenols obtained at borate concentrations above 20 mM. In
rder to minimize the analysis time, while preserving the separa-
ion, 20 mM was selected as the optimum borate concentration and
sed throughout the rest of the experiments. SDS has shown to be
ne of the most suitable surfactants for MEKC. Additionally, it has
een shown that the selectivity of SDS micelles can be altered by a
ide variety of modifiers making it an attractive choice to test the
roposed (univariate and multivariate) approaches. Consequently,
he effect of the SDS was studied in the range of 0–50 mM, using a
GE consisting of a mixture (v/v) of 85% 20 mM borate, pH 9.3 and
5% ACN. No separation was observed when SDS was not included in
he BGE. As the SDS concentration was progressively increased, the

eparation of the five selected compounds was gradually improved.
sing 30 mM SDS, well-defined resolved peaks were obtained for

he selected compounds. Along with the obvious increases in res-
lution (consequence of the increased concentration of micelles),
onger analysis times were also obtained. In agreement with previ-

F
m
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us reports [9,50,69], the observed increases in analysis time were
ainly attributed to a decrease in �EOF produced by the higher

onic strength of the BGE. It is worth mentioning that no Joule
eating was observed. Based on these results, 30 mM was selected
s the optimum concentration of SDS and subsequently used to
ptimize the concentration of acetonitrile (as organic modifier)
resent in the BGE. Organic solvents are commonly used in MEKC
o increase the solubility of hydrophobic compounds, to control
he �EOF [4,70,71], and to control retention in MEKC [14,36,72,73].
herefore, the effect of ACN concentration on the separation of the
ve selected bisphenols was analyzed in the 5–25% (v/v) range.

t was observed (data not shown) that consecutive increases in
igration time occurred in the range of 5–25% (v/v). This effect
as particularly important in the case of bisphenol P, in which tM

ncreased from 2.96 ± 0.04 min at 5% to 12.50 ± 0.04 min at 25%. The
eparation efficiency (N) also followed the same trend, allowing
aseline separation of all the selected compounds at ACN con-
entrations above 15%. Considering the separation efficiency and
nalysis time, 15% (v/v) ACN was selected as the optimum amount.
t is well known that changes in the buffer pH also affect the zeta
otential on the capillary, the �EOF, the separation selectivity, and
he resolution. In order to study the effect of pH on the separation
f the selected bisphenols, a series of buffer solutions were pre-
ared at pH values ranging from 8.3 to 10.3, using a BGE consisting
f 20 mM borate, 30 mM SDS, and 15% (v/v) acetonitrile. No signif-
cant enhancements in the separation efficiency (data not shown)

ere observed at pH values lower than 9.3. However, consider-
ble increases in migration times (and consequently total analysis
ime) were obtained at pH values above 9.3 (data not shown). These
hanges in migration time have been attributed to a combination of
ecrease in �EOF and ionization of the selected bisphenols, which

ike other phenolic compounds have a typical pKa above 10 [74].
lthough a wide range of values have been reported for. This effect
as particularly significant in the case of bisphenol AP, tetram-

thyl bisphenol A, and bisphenol P. Although pH values >10 may
rovide a means to separate the selected compounds by a combi-
ation of MEKC and capillary zone electrophoresis, a pH value of 9.3
ig. 2. Electropherogram produced with conditions optimized by the univariate
ethod: 20 mM borate, 30 mM SDS, 15% (v/v) ACN, and pH 9.3. Other conditions:

separation = +20,000 V, injection = 3 s, 0.5 psi, and temperature = 25 ◦C.
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experiments were necessary to optimize the separation conditions
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ig. 3. Representative electropherograms for the Box–Behnken design and corre-
ponding CRF values. From bottom to top: experiment 18, 2, and 5 (see Table 2). Other
onditions: Vseparation = +20,000 V, injection = 3 s, 0.5 psi, and temperature = 25 ◦C.

ain factor determining this interaction and dictating the overall
equence. The inversion observed for bisphenol AP (290.37 g/mol),
hich elutes before tetramethyl bisphenol A (284.40 g/mol) can

e attributed to the significant difference in molecular shape (see
ig. 1). Overall, the univariate optimization determined that 20 mM
orate, 30 mM SDS, 15% (v/v) ACN, and a solution pH of 9.3 were
he best conditions to separate the five selected bisphenols. A typ-
cal electropherogram obtained under these conditions is shown
n Fig. 2. The separation produced five resolved peaks (bisphe-
ol E (t = 2.88 ± 0.01 min), bisphenol A (t = 3.44 ± 0.01 min),
M M
isphenol AP (tM = 5.42 ± 0.01 min), tetramethyl bisphenol A
tM = 6.10 ± 0.02 min), and bisphenol P (tM = 7.67 ± 0.02 min)) with a
otal analysis time of less than 8 min. Considering that the univari-
te approach involved 4 variables, 6 levels, and 5 analytes, a mini-

b
t
i
i

able 2
xperimental design-matrix with mean actual and model-predicted CRF values

xperiment no. [Borate] (mM) ACN (%) pH

1 5 5 9.3
2 5 25 9.3
3 15 15 9.8
4 15 15 8.8
5 25 15 8.8
6 15 15 9.8
7 15 15 8.8
8 25 5 9.3
9 25 25 9.3

10 15 25 9.3
11 25 15 9.8
12 15 5 9.3
13 15 15 9.3
14 15 15 9.3
15 15 15 9.3
16 15 25 9.3
17 5 15 8.8
18 15 5 9.3
19 5 15 9.3
0 15 5 9.8

21 15 25 9.8
2 5 15 9.3
3 5 15 9.8
4 25 15 9.3
5 15 5 8.8
6 15 25 8.8

27 25 15 9.3
Fig. 4. Whole model leverage plot of actual response vs. predicted response.

um of 120 experiments were required. This calculation already
onsiders that preliminary results (not counted) have enabled
electing a set of conditions that are close to the final optimum
onditions. Depending on the experience and skills of the analyst,
he number of iterations and experiments could be much larger.

.2. Multivariate analysis

As stated in Section 2, a design-matrix for the Box–Behnken
tudy was generated (using four factors at three levels) resulting
n a total of 27 analytical conditions. Evidently, a larger number of
y the standard univariate approach. The design-matrix as well as
he corresponding model-predicted and actual CRF response values
s shown in Table 2. The system was fully optimized using the exper-
ments described within. Here, three center point experiments

[SDS] (mM) Experimental CRF Predicted CRF

30 0.2 0.2
30 0.5 0.5
50 0.7 0.7
50 0.7 0.7
30 0.7 0.7

4.2 0.1 0.1
4.2 0.1 0.1

30 0.3 0.4
30 0.5 0.6

4.2 0.0 0.1
30 0.7 0.6

4.2 0.2 0.2
30 0.7 0.7
30 0.7 0.6
30 0.7 0.6
50 0.6 0.6
30 0.5 0.4
50 0.2 0.2
50 0.6 0.4
30 0.2 0.3
30 0.5 0.5

4.2 0.1 0.1
30 0.7 0.7
50 0.6 0.6
30 0.4 0.3
30 0.5 0.6

4.2 0.1 0.2



nta 77 (2009) 1172–1178 1177

(
e
e
l

s
i
m
T
o
c
a
e
F
d

b
s
p
e
v
t
a
i
c
c
l
t
r
m
z
t
a
p
i
y
t
t
p
t
t
o

s
e
p
i
I
i
t

T
E

S

B
A
S
p
B
B
B
A
p
A

F
1
V

s
f
r
(
n
t
p
3
H
c
t
o
a
n
t
w
a

u
A
s
n

J. Felhofer et al. / Tala

numbers 13–15) were incorporated to compute an estimate of the
rror term that does not depend on the fitted model. This allows
stimation of the experimental variance and examines the loss of
inearity between the levels chosen for each variable chosen.

Fig. 3 presents representative electropherograms and the corre-
ponding CRF values from experiments 2, 5, and 18. These results
llustrate the operating conditions with various degrees of opti-

ization quantified numerically as the mean actual CRF value in
able 2. It is important to note that the quantitative measure of
ptimization, the CRF, scales with the qualitative assessment one
an make by inspection. For example, experiment 5 has the best
verage resolution and the shortest analysis time among the three
lectropherograms, and consequently, the highest CRF value (0.7).
urther, inspection from experiments 2 and 18 shows an obvious
ecrease in quality of resolution and accordingly, a decrease in CRF.

The mean actual CRF values and the mean CRF values predicted
y the model were also included in Table 2. The quality of fit is
hown in Fig. 4 by a whole leverage plot of experimental vs. model-
redicted responses (based on all effects) with the quality of fit
xpressed by the coefficient of determination. This coefficient is
ariation in the response around the mean that can be attributed
o terms in the model rather than to random error. The term lever-
ge is used because a point exerts more influence on the fit if it
s farther away from the middle of the plot. If the extremes are
onsidered, the differences of the residuals before and after being
onstrained by the hypothesis are greater and thus contribute a
arger part of the sums of squares for a given effect’s hypothesis
est. The distance from a point to the line of fit shows the actual
esidual. Ostensibly, the mean line in a leverage plot represents the
odel where the hypothesized value of the effect is constrained to

ero. Again, we have shown a whole model leverage plot. Here, mul-
iple effects representing a partially constrained model instead of
model fully constrained to a single mean value. The whole model
lot dramatizes the test that all the parameters (except intercepts)

n the model are zero. The same test is reported as in a typical anal-
sis of variance report. The intuitive interpretation of the plot is
he same whether for simple or multiple regressions. The goal is
o examine if the line of fit on the effect’s leverage plot carries the
oints significantly better than does the horizontal line. As shown,
he confidence curves (dashed lines) cross the horizontal line, thus
he test is considered significant at the 5% level. Overall, an r2-value
f 0.91 was obtained with a mean predicted response of 0.42.

ANOVA for a linear regression partitions the total variation of a
ample into components, which are used to compute an F-ratio that
valuates the effectiveness of the model. Prob > F is the significance

robability for the F-ratio, which states that if the null hypothesis

s true, a larger F-statistic would only occur due to random error.
t is the probability of obtaining a greater F-value by chance alone
f the variation due to lack of fit variance and the pure error are
he same. Significance probabilities of 0.05 or less are often con-

able 3
ffect test results for the Box–Behnken design

ource DFa Sum of squares F-ratiob Prob > F

orate (mM) 1 0.046904 1.8963 0.1864
cetonitrile (%) 1 0.690267 27.906 <.0001
DS (mM) 1 0.001600 0.0647 0.8023
H 1 0.013379 0.5409 0.4721
orate (mM) × acetonitrile (%) 1 0.000025 0.0010 0.9750
orate (nM) × pH 1 0.182533 7.3796 0.0147
orate (mM) × SDS (mM) 1 0.000029 0.0012 0.9730
cetonitrile (%) × pH 1 0.000025 0.0010 0.9750
H × SDS (mM) 1 0.000093 0.0038 0.9517
cetonitrile (%) × SDS (mM) 1 0.000023 0.0102 0.8965

a Degrees of freedom.
b F-Ratio of mean square for lack of fit to mean square for pure error.

t
(
s
o
u
0
m
p
b
s
h
d
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4

m
s

ig. 5. Electropherogram produced with conditions optimized multivariate:
4.6 mM borate, 15% (v/v) ACN, pH 9.25, and SDS 28.5 mM. Other conditions:
separation = +20,000 V, injection = 3 s, 0.5 psi, and temperature = 25 ◦C.

idered evidence that there is at least one significant regression
actor in the model. An examination of Prob > F from the effect test
esults (Table 3) revealed that ACN had a significant single effect
Prob > F = <0.001) on the CRF. ACN affects the affinity of the bisphe-
ols for the micelles and therefore should have a strong effect on
he separation of the five analytes. Because at all three levels of
H each analyte was neutrally charged [54,75] (see also Section
.1), the solution pH was not significant as an individual variable.
owever, it displayed a strong interactive effect with borate con-
entration (Prob > F = 0.0147). Changing the pH of the solution either
o a higher or lower value requires the addition of a solution of HCl
r NaOH. This in turn increases the ionic strength of the solution,
nd in conjunction with varying the levels of borate buffer, can sig-
ificantly alter the total ionic strength and in the end, affect the
otal analysis time and consequently, the CRF. This interactive effect
ould not have been determined by a simple univariate approach

lone.
A post hoc review of our model revealed optimum critical val-

es of: 14.6 mM borate, 15% (v/v) ACN, pH 9.25, and SDS 28.5 mM.
s can be observed in Fig. 5, baseline separation of the five
elected compounds (bisphenol E (tM = 2.60 ± 0.01 min), bisphe-
ol A (tM = 3.01 ± 0.01 min), bisphenol AP (tM = 4.28 ± 0.01 min),
etramethyl bisphenol A (tM = 4.60 ± 0.01 min), and bisphenol P
tM = 5.27 ± 0.02 min)) was obtained in less than 6 min. Finally, a
eries of validation experiments using 0.5 mM standard solutions
f each bisphenol were performed at the predicted critical val-
es. Under the optimum conditions, a mean experimental CRF of
.7 ± 0.1 was obtained with a 8% discrepancy difference from the
odel predicted. The repeatability of the method was evaluated by

erforming multiple injections of a standard containing the five
isphenols using the optimum critical values. Results (data not
hown) indicate that the optimal operating conditions result in
ighly repeatable electropherograms (statistically non-significant
ifferences), as analyzed by a two-factor ANOVA at a significance

evel of ˛ = 0.05.
. Conclusions

The standard univariate approach commonly used for the opti-
ization of separation conditions was successfully applied to the

eparation of five bisphenols by MEKC. These results were weighed



1 nta 7

a
a
(
o
h
f
s
t

A

a
J
f

R

[
[
[
[
[

[
[

[
[
[

[

[
[
[
[
[

[
[

[

[
[

[
[

[

[
[
[

[
[
[
[
[
[

[
[

[

[

[
[

[

[
[
[
[
[

[
[
[

[

[
[

[

[
[
[

[
[

[
[

[
[

[

178 J. Felhofer et al. / Tala

gainst the results obtained by a multivariate approach, which used
combination of a CRF composed of two desirability functions

based on resolution of each analyte peak and the total analysis
f the separation) and response surface methodology. The results
ighlight the utility of combining several outputs into a common

actor (such as the CRF) to evaluate the overall quality of a given
eparation, to discover interactive effects between the factors and
o optimize the separation in a timely fashion.
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a b s t r a c t

The analysis of volatile compounds in Funchal, Madeira, Mateus and Perry Vidal cultivars of Annona cher-
imola Mill. (cherimoya) was carried out by headspace solid-phase microextraction (HS-SPME) combined
with gas chromatography–quadrupole mass spectrometry detection (GC–qMSD). HS-SPME technique was
optimized in terms of fibre selection, extraction time, extraction temperature and sample amount to
reach the best extraction efficiency. The best result was obtained with 2 g of sample, using a divinylben-
zene/carboxen/polydimethylsiloxane (DVB/CAR/PDMS) fibre for 30 min at 30 ◦C under constant magnetic
stirring (800 rpm).

After optimization of the extraction methodology, all the cherimoya samples were analysed with
the best conditions that allowed to identify about 60 volatile compounds. The major compounds
identified in the four cherimoya cultivars were methyl butanoate, butyl butanoate, 3-methylbutyl
butanoate, 3-methylbutyl 3-methylbutanoate and 5-hydroxymethyl-2-furfural. These compounds rep-
resent 69.08 ± 5.22%, 56.56 ± 15.36%, 56.69 ± 9.28% and 71.82 ± 1.29% of the total volatiles for Funchal,

Madeira, Mateus and Perry Vidal cultivars, respectively. This study showed that each cherimoya culti-
vars have 40 common compounds, corresponding to different chemical families, namely terpenes, esters,
alcohols, fatty acids and carbonyl compounds and using PCA, the volatile composition in terms of average
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. Introduction

The family of annonaceae that includes Annona squamosa,
nnona muricata, Annona reticulata and Annona cherimola con-
ains a considerable number of plants with economic significance
ecause of their edible fruits around the world, namely tropi-
al America, Australia, Africa, India, Malaysia and Mediterranean
urope [1]. The edaphoclimatic conditions of the Madeira Islands
re favourable for the production of tropical and subtropical fruits.
nnona cherimola Mill. (cherimoya) production in Madeira Islands
emains from its colonization and nowadays have an important role
or the economic development with an annual production around
000 Ton per year, exporting to the mainland, France, Spain and

ngland markets.

The pulp of this fruit is creamy, very sweet and pleasantly
avoured. It is well known as a dessert fruit and has a lot of applica-
ions in ice creams and beverages [2]. The cherimoya fruit is used by
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tool to differentiate among the cherimoya cultivars.
© 2008 Elsevier B.V. All rights reserved.

he natural products industry due to the high presence of secondary
etabolites that show antimicrobial activity. The cherimoya is also

nown as a medicinal plant. Tea made from leaves and bark is relax-
ng. The pulp is moderately laxative and benefits the digestion with
particular taste as result of the harmonic combination of acids and
ugars.

In fruits, aroma is one of the most appreciated characteristics
n their consumption [3]. The volatile compounds (e.g. esters, ter-
enes, alcohols, carbonyl compounds, furanic compounds, among
thers) that form the fruit flavour are produced through metabolic
athways during ripening, harvest, post-harvest and storage which
epends on many factors related to the species, variety and type of
echnological treatment [4]. The main volatiles identified in trop-
cal fruits belong to esters such as methyl and ethyl esters [5].
he ester compounds play a role in the ripe fruit, serving both
s “biological bribes” for the attraction of animals and as protec-

ants against pathogens. In the case of some fruit species like apple,
ear, annona, banana and others, they are the major volatile com-
ounds on their characteristical aroma profile [6]. Several studies
eport that cherimoya fruit contains about 208 volatile compounds,
3 hydrocarbons, 58 esters, 47 carbonyl compounds, terpenoids



1088 L. Ferreira et al. / Talanta 77 (2009) 1087–1096

F var wi
(

(
h
3
p
u
t
d
v
v
s
a
a
e
t
i
i
a
t
m
H
c
c
c

c
e
U
m
o
s
H
t
M
fi
t
t
a
t
a

2

F
E

ig. 1. TIC chromatogram obtained by HS-SPME/GC–qMSD analysis of Mateus culti
800 rpm).

mono and sesquiterpens), 54 miscellaneous structures of alco-
ols as butan-1-ol, 3-methylbutan-1-ol, hexan-1-ol, linalool and
-methyl butanoate [1,7,8]. For the analysis of the volatile com-
ounds in the annonaceae family, some publications are available
sing gas chromatography–quadrupole mass spectrometry detec-
ion (GC–qMSD) followed by liquid–liquid extraction and steam
istillation [1,7,8]. These techniques, however, have some disad-
antages such as higher costs, extent time-consumption and larger
olumes of organic solvents used [9]. Recently, the headspace
olid-phase microextraction (HS-SPME) technique emerges as an
ttractive alternative for volatile analysis because it offers many
dvantages like high sensitivity and reproducibility, combines
xtraction and pre-concentration in a simple step without pre-
reatment of samples and does not require solvents. This technique
s fast, inexpensive, requires low volume of sample and can be eas-
ly automated [10–12]. It is an equilibrium technique that requires

previous optimization step of the sampling conditions in order
o obtain high recoveries of volatiles and a good precision of the
ethod [13]. The analysis of headspace volatile compounds by
S-SPME is greatly influenced by the vapour pressure of flavour
ompounds of the matrix. Since the first HS-SPME fibres became
ommercially available, they have been used in several appli-
ations, including a wide range of food analysis, like volatile

2

R
I

ig. 2. Sorption capacity of different fibres for extraction of Mateus volatile compounds
rror bars represent standard error of the mean (n = 3 for each data point).
th different fibre coatings during 30 min at 25 ◦C under constant magnetic stirring

omposition in wines [14–16], beers [17,18], whiskeys [19,20], hon-
ys [21], medicinal plants [22,23] and several kinds of fruits [24,25].
p to now, this technique has been widely applied in the several
atrixes. At the moment, no references have been found on the use

f HS-SPME to describe the volatile composition of any cherimoya
pecies. The purpose of this study was to develop and optimize an
S-SPME methodology coupled with GC–qMSD for the analysis of

he volatile composition of four different cherimoya cultivars from
adeira Island. A preliminary screening of six commercial available

bres with different polarities was carried out in order to select
he best coating for the matrix and other parameters that affect
he HS-SPME procedure like extraction time and temperature were
lso tested and evaluated and using PCA the volatile composition in
erms of average peak areas, provided a suitable tool to differentiate
mong the cherimoya cultivars.

. Experimental
.1. Fruit samples

The four cherimoya cultivars were kindly provided by “Direcção
egional de Agricultura – Divisão de Fruticultura” of Madeira

slands. Each fruit pulp was separated from the seeds and bark,

during dynamic HS-SPME method, expressed as total peak area (30 min at 25 ◦C).
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tra with spectra of reference compounds in National Institute of
Standards and Technology (NIST05) mass spectral library. The rela-
tive amounts of individual components were expressed as percent
peak areas relative to total peak areas.
ig. 3. Effect of the extraction time (DVB/CAR/PDMS coating at 30 ◦C) and extraction
olatile compounds from Mateus cultivars. Error bars represent standard error of th

omogenised with a home blender, added with an amount of cal-
ium chloride (CaCl2) in order to inhibit the enzyme activity and
nally stored in polyethylene bottles at −20 ◦C until analysis.

.2. Standards and materials

All reagents used were analytical quality and all solvents were
PLC grade. Sodium chloride (99.5%) was supplied from Panreac

Spain, Barcelone). C8–C20 n-alkanes were run under the same
hromatographic conditions as the samples to calculate the Kovats
ndices of the compounds were purchased from Sigma–Aldrich
Switzerland, Buchs). Water Mili-Q purification system (Milipore).
PME fibres and SPME holder for manual sampling were obtained
rom Supelco (Bellenfonte, PA, USA).

.3. HS-SPME procedure

To determine the volatile compounds in cherimoya cultivars,
he sample extraction is a key technique for those who are always
resent at very low concentrations. To obtain the optimal HS-
PME conditions, the experimental parameters including different
bre coating, extraction time, extraction temperature and sample
mount, which can affect the extraction efficiency were systemat-
cally studied.

For the fibre screening, six commercially available fibres:
arbowax-divinylbenzene (CW/DVB, 70 �m), divinylben-
ene/carboxen/polydimethylsiloxane (DVB/CAR/PDMS, 50/30 �m),
arboxen/polydimethylsiloxane (CAR/PDMS, 75 �m), polyacrylate
PA, 85 �m), polydimethylsiloxane/divinylbenzene (PDMS/DVB,
5 �m) and polydimethysiloxane (PDMS, 100 �m) were tested
nd examined. All the fibres were of the same length (1 cm)
nd conditioned prior to use, according to the manufacturer’s
nstructions. Before daily analysis each fibre was conditioned
or 15 min at 250 ◦C. For each extraction, fibres were exposed
o the headspace of a 4 mL septum-sealed glass vial containing
± 0.001 g of sample, 0.5 mL of water, 1 �L of internal standard

3-octanol, 4.22 mg L−1) and 0.10 g of NaCl for 30 min at 25 ± 1 ◦C
nder constant magnetic stirring (800 rpm). Once sampling was
nished, the fibre was withdrawn into the needle and inserted

nto the GC system injection port at 250 ◦C for 6 min where
he analytes are thermally desorbed from the fibre coating and
ransferred directly to the GC system column. Blank runs were

onducted between extractions to check the absence of carry
ver which would cause memory effects and misinterpretation of
esults.

HS-SPME operating conditions were optimized with extractions
t different extraction temperatures (25 ◦C, 30 ◦C and 40 ◦C), extrac-

F
a
D
d

erature (DVB/CAR/PDMS coating during 30 min) on the extraction efficiency of the
n (n = 3 for each data point).

ion times (15 min, 30 min and 60 min) and sample amounts (1 g,
g and 4 g).

.4. Gas chromatography–quadrupole mass spectrometry
etection (GC–qMSD) analysis

The analyses were carried out with an Agilent 6890 N gas
hromatograph system (Agilent Technologies, Palo Alto, CA, USA)
oupled to an Agilent 5975 quadrupole inert mass selective detec-
or. The extracted compounds were separated on a BP-20 fused
ilica capillary column (30 m × 0.25 mm I.D. × 0.25 �m film thick-
ess). Splitless injection was employed with helium as the carrier
as (Helium N60, Air Liquide, Portugal) at a flow rate of ≈1 mL min−1

column head pressure 13 psi). The initial oven temperature was
0 ◦C, followed by a linear programmed temperature from 40 ◦C to
20 ◦C held for 10 min at a rate of 3 ◦C min−1. The injection and ion
ource temperatures were 250 and 220 ◦C, respectively. The mass
pectra of the compounds were acquired in electron-impact (EI)
ode at 70 eV. The electron multiplier was set to the auto tune

rocedure. All data were obtained by collecting the full-scan mass
pectra within the range of 30–300 m/z.

.5. Qualitative and quantitative analysis

The volatile compounds were identified by matching mass spec-
ig. 4. Extraction efficiencies measured for different Mateus cultivar amounts
t 30 ◦C during 30 min under constant magnetic stirring (800 rpm) with
VB/CAR/PDMS fibre. Error bars represent standard error of the mean (n = 3 for each
ata point).
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Table 1
Identification of volatile compounds in Mateus cultivars by dynamic HS-SPME/GC–qMSD using different fibre coatings (extraction temperature: 25 ◦C, extraction time: 30,
800 rpm)

RT (min) Peak no. Compounds CAR–PDMS CW/DVB DVB/CAR/PDMS PA PDMS PDMS/DVB

3.12 1 Ethanol x x x x x x
3.96 2 Methyl butanoate x x x x x x
5.58 3 �-pinene x x x x x x
7.07 4 Butyl propanoate – – x – x x
7.65 5 Butan-1-ol x – x – – –
8.16 �-mircene x – – – – –
8.56 6 Methyl hexanoate x x x x x x
9.48 3-Methylbutan-1-ol – – x x x x
9.69 7 Butyl butanoate x x x x x x

10.78 8 Butyl pentanoate x x x x x x
11.47 9 3-Methylbutyl butanoate x x x x x x
12.68 10 3-Methylbutyl 3-methylbutanoate x x x x x x
12.90 11 1-Hydroxypropan-2-one – x – – – –
13.83 12 Hydroxyacetaldehyde x
14.78 13 Pentyl butanoate x – x x – x
15.05 Hexan-1-ol x x x x x x
15.80 Methyl 3-hydroxy-3-methylbutanoate – – x – x x
16.31 (Z)-3-hexen-1-ol – – x – – x
16.65 Methyl octanoate – – – – – x
17.68 14 Hexyl butanoate x x x x – x
18.22 Hexyl 2-methylbutanoate x x x x x x
18.96 15 Hexyl 3-methylbutanoate x x x x x x
19.13 16 Acetic acid x x x x x x
19.52 (Z)-3-Hexenyl butanoate x – x – – –
19.69 2-Furfural x x x x x x
20.24 2,5,5-Trimethyl-1,3,6-heptatriene – – – – x –
20.80 2-Ethylhexan-1-ol – – x x – x
21.29 1-(2-Furanyl)-ethanone – – – – x –
21.83 Benzaldehyde x – x – – –
23.24 17 Linalool x x x x x x
24.03 18 5-Methyl-2-furfural – x x – x x
24.50 2-Cyclopenten-1,4-dione – – – – x –
25.15 Methyl decanoate – – – – x –
25.76 Hexyl hexanoate – – – – x –
25.87 2-(2-etoxyethoxy)-ethanol – x – – – –
26.38 19 Butanoic acid x x x – – x
27.73 2-Furanmethanol – x x x x x
28.01 3-Methylbutanoic acid x x x x – –
28.38 Diethyl succinate – – x – – –
29.29 3-Methoxybutan-1-ol – x x – – –
30.92 (5H)-Furan-2-one – x x – x x
31.62 2-Hydroxy-2-cyclopenten-1-one – x x x x x
32.97 2-Cyclohexen-1-ol – x x – x x
34.65 20 Hexanoic acid x x x x x x
35.44 Phenylmethyl butanoate x x x – x –
36.84 2-Phenylethanol – – x x – x
39.37 21 2,5-Furandicarbaldehyde – – x – x x
40.01 Methyl 2-furoate – – – – x –
42.69 22 Dihydroxyacetone – x x x – –
45.49 23 2-Hidroxy-�-butyrolactone – x x – – –
45.65 Octanoic acid – x x – x x
48.57 24 3-Hydroxy-2,3-dihydromaltol – x x x x –
55.48 25 5-Hydroxymethyl-2-furfural – x x – x x
58.13 DHFa – x x – x –
68.61 26 n-Hexadecanoic acid x x x x – x

Total compounds identified per fibre 25 35 44 26 35 34

–

3

3

a
l
w
m
o

o
v
r
o
t

: Not detected.
a DHF: 5,6-Dihydro-4-ydroxy-(3H)-furan-2-one.

. Results and discussion

.1. HS-SPME optimization

The extraction time, extraction temperature and sample amount

re important variables influencing the vapour pressure and equi-
ibrium of the aroma compounds in the headspace, therefore they

ere chosen and optimized in this study [3,26]. The optimization
ethod evaluated the effect of one variable at a time, keeping all

ther variables constant during the assays. Before carrying out the

H

3

t

ptimization of the HS-SPME conditions for the analysis of the
olatile compounds of cherimoya cultivars, fibre screening was car-
ied out. The Mateus cultivar was selected as the matrix for the
ptimization of this methodology. The results were expressed in
erms of the total peak areas obtained by GC–qMSD analysis using

S-SPME technique.

.1.1. SPME fibre
The selection of the most appropriate SPME fibre depends on

he compounds targeted and therefore on the plant material under



L. Ferreira et al. / Talanta 77 (2009) 1087–1096 1091

F ltivar
c

s
P
e
v
t
t
2
a
f
o
e
r
t
o
C
e
P
t
v
t
t
c

3

s
t
b
[
d
h
e
3
v

o
h
f
t

3

t
c
h
i
t
a
the effect of this parameter in the extraction of the analytes was
checked. Fig. 3 reports the results of the three temperatures tested
using the DVB/CAR/PDMS fibre during 30 min of extraction and 2 g
of sample under constant magnetic stirring (800 rpm). As can be
ig. 5. TIC chromatogram obtained for Funchal, Madeira, Mateus and Perry Vidal cu
onstant magnetic stirring (800 rpm).

tudy [22]. So, the six fibres (CW/DVB, DVB/CAR/PDMS, CAR/PDMS,
DMS/DVB and PDMS) were tested and compared individually to
valuate the effect of different fibre coatings on the extraction of
olatile compounds in Mateus samples. Fig. 1 shows the typical
otal ion chromatograms (TIC) obtained for 2 g of Mateus cul-
ivar using different fibre coatings with 30 min of extraction at
5 ◦C under constant magnetic stirring (800 rpm). The comparison
mong the six types of fibre coatings used in this study showed dif-
erent GC responses, their performances were determined based
n the intensity of the response observed including extraction
fficiency, number of identifiable compounds in the extract and
eproducibility (Table 1). Each extraction was done in triplicate and
he repeatability (RSD%) was lower than 20%. The results in terms
f total peak areas are illustrated in Fig. 2. According to the results,
AR/PDMS and DVB/CAR/PDMS fibre coatings had much better
xtraction efficiencies than the others, however, CAR/PDMS and
DMS/DVB fibre presented similar extraction efficiency. Of these
hree fibres, the retention ability of DVB/CAR/PDMS fibre for the
olatile compounds in the Mateus samples is much stronger than
he rest of the other fibres. Given to the better profile shown by
his coating, this fibre was selected for the extraction of the volatile
ompounds of cherimoya cultivars [10,11].

.1.2. Extraction time
Time affects the mass transfer of the analytes between the three

ystem phases in HS-SPME technique. The optimal time for extrac-
ion should be the time of equilibrium since this methodology is
ased on the equilibrium between analyte and the fibre coating
10]. Assays focusing on the dynamics of Mateus volatiles were con-

ucted with 15, 30 and 60 min of exposure time of the fibres into the
eadspace. The results are illustrated in Fig. 3. The best extraction
fficiency was obtained at 30 min. The decline of the total peak after
0 min probably resulted from a partial desorption of some high
olatile compounds from the fibre coating, the same behaviour was

F
t
c

s using HS-SPMEDVB/CAR/PDMS/GC–qMSD methodology at 30 ◦C during 30 min under

bserved by Zhang et al. [11], due to competition phenomenon. The
igh values of % RSD that were observed at 15 min are due to the

act of the system may have not reached the equilibrium. According
o these results, the time of extraction selected was 30 min.

.1.3. Extraction temperature
The extraction temperature has a significant role in the extrac-

ion of the analytes because it can influence the distribution
oefficients of the compounds between the sample and the
eadspace and between the headspace and the fibre [26]. Therefore,

t is an important parameter because it controls the diffusion rate of
he analytes into the coating. In order to determine the best temper-
ture for the extraction of volatile compounds of Mateus cultivar,
ig. 6. Distribution of chemical families identified for the cherimoya cultivars (T:
erpenes and sesquiterpenes; A: alcohols; E: esters; FA: fatty acids; CC: carbonyl
ompounds).
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Table 2
Chemical components in the HS-SPMEDVB/CAR/PDMS volatile compounds detected in Funchal, Madeira, Mateus and Perry Vidal cherimoya cultivars

KI Compounds Peak no. Odor description [28–30] Molecular weight Funchal Madeira Mateus Perry Vidal

Content Similarity Content Similarity Content Similarity Content Similarity

966 Ethanol 1 Sweet 46.07 2.04 78 4.66 83 7.66 82 4.24 90
1018 Methyl butanoate 2 Ether, fruity, sweet 102.13 5.98 90 6.80 91 20.52 90 2.40 91
1042 �-Pinene 3 Pine, turpentine 136.23 1.99 90 2.60 96 – – 2.30 95
1105 �-pinene 4 Pine, resin, turpentine 136.23 0.79 94 3.60 95 0.91 91 2.66 91
1128 Isoamyl acetate 5 Banana 130.18 0.63 74 0.48 72 0.29 72 0.71 90
1143 Butyl propanoate 6 Sweet, fruity 130.18 – – – – 0.32 72 – –
1159 Butan-1-ol Medicine, fruit 74.12 – – – – 0.87 70 0.45 83
1182 Methyl hexanoate 7 Fruity, fresh, sweet 130.18 2.24 73 2.00 70 2.97 80 1.76 78
1205 3-Methylbutan-1-ol Alcohol, malt, fusel 88.15 – – – – – – 1.61 90
1212 Butyl butanoate 8 Fruity, apple 144.21 5.15 83 7.27 90 16.83 78 2.22 91
1244 Butyl pentanoate 9 Sweet, fruity, green 158.24 1.04 83 0.82 80 1.03 83 1.16 90
1262 3-Methylbutyl butanoate 10 Fruity, green 158.24 21.10 83 18.61 90 9.74 78 25.14 83
1292 3-Methylbutyl 3-methylbutanoate 11 Sweet, fruity, green 172.26 27.80 90 7.05 91 4.06 91 41.28 90
1297 1-Hydroxypropan-2-one – 74.08 0.92 77 – – 2.22 74 – –
1313 Hydroxyacetaldehyde 12 – 60.05 0.77 78 0.41 78 0.7 76 0.24 87
1319 (Z)-2-Penten-1-ol Green, plastic, rubber 86.13 0.24 74 0.62 86 – – 0.15 76
1342 Pentyl butanoate Banana 158.24 0.55 70 0.62 70 0.39 77 0.58 72
1348 Hexan-1-ol 13 Resin, flower, green 102.17 0.59 78 0.60 83 1.64 78 0.53 83
1364 Methyl 3-hydroxy-3-methylbutanoate – 132.16 0.51 83 0.28 73 0.41 74 0.68 78
1374 (Z)-3-hexen-1-ol 14 Grass 100.16 0.22 70 0.21 79 0.53 76 0.22 83
1402 Hexyl butanoate 15 Apple peel 172.26 0.85 91 1.00 91 4.57 83 0.72 91
1417 Hexyl 2-methylbutanoate Strawberry 186.29 0.09 76 – – 0.5 79 0.09 73
1418 5-Methyl-(3H)-furan-2-one – 98.10 0.11 70 0.13 73 – – – –
1436 Hexyl 3-methylbutanoate 16 Sweet, green, fruity 186.29 0.78 80 0.37 80 0.85 83 0.95 80
1441 Acetic acid Acid, spicy 60.05 1.23 91 1.66 91 3 91 0.52 91
1451 (Z)-3-Hexenyl butanoate Wine, green 170.25 0.21 79 – – 0.13 74 0.22 72
1455 2-Furfural 17 Bread, almond, sweet 96.08 1.71 95 1.89 94 1.58 95 0.35 81
1471 Methyl 3-hydroxybutanoate 18 – 118.13 0.06 74 – – 0.19 90 – –
1494 1-(2-Furanyl)-ethanone Balsamic 110.11 0.11 72 0.14 86 0.16 86 0.04 80
1521 DMDFa – 144.12 0.09 74 0.10 72 0.25 73 – –
1530 Propanoic acid 19 Pungent, rancid, soy 74.08 0.04 76 0.20 90 0.11 74 0.07 74
1540 Linalool 20 Flower, fresh 154.25 0.95 86 0.18 80 0.59 80 3.28 93
1558 5-Methyl-2-furfural Almond, caramel, burnt sugar 110.11 0.37 95 0.73 94 0.38 95 0.07 90
1568 2-Cyclopenten-1,4-dione – 96.08 0.11 72 0.39 83 0.21 87 – –
1574 Caryophyllene 21 Wood, spice 204.35 0.24 80 0.32 90 0.23 72 0.18 83
1611 Butanoic acid Rancid, cheesy, sweet 88.11 0.09 75 0.28 70 0.14 83 0.03 74
1622 4,4-Dimethylhexan-3-ol 22 – 130.23 1.70 70 0.16 75 0.24 72 1.54 75
1650 2-Furanmethanol 23 Burnt 98.10 0.52 96 0.68 96 0.97 96 0.25 96
1657 3-Methylbutanoic acid Cheesy, spicy, rancid 102.13 0.07 74 0.37 78 0.19 78 0.34 78
1683 �-Terpineol Pine, teil, íris 154.25 0.04 79 0.10 90 – – 0.05 90
1689 d-Germacrene Wood, spice 204.35 0.11 95 0.35 97 – – 0.22 97
1692 3-Methoxybutan-1-ol 24 – 104.15 0.09 70 0.34 76 0.29 73 0.17 70
1715 �-Elemene 25 – 204.35 0.14 76 0.17 78 – – 0.23 93
1740 (5H)-furan-2-one – 84.07 0.10 90 0.29 91 0.15 90 – –
1748 �-Cadinene Thyme, wood 204.35 0.07 77 0.21 99 0.14 73 0.13 98
1760 2-Hydroxy-2-cyclopenten-1-one 26 – 98.10 0.22 90 0.25 80 0.31 86 0.08 83
1798 2-Cyclohexen-1-ol – 98.14 0.05 70 0.17 70 0.09 73 – –
1847 Hexanoic acid 27 Sweet, fatty, cheesy 116.16 0.11 73 0.24 74 0.24 74 0.08 70
1854 Dihydromaltol – 128.13 0.15 79 0.86 78 – – – –
1869 Phenylmethyl butanoate Plum 178.23 0.04 83 0.20 91 0.27 74 0.04 91
1873 Maltol Caramel 128.13 0.17 72 0.38 80 0.16 86 – –
1973 2,5-Furandicarbaldehyde 28 – 124.09 0.53 91 1.48 87 0.61 87 0.12 90
1989 Methyl 2-furoate Fruity, mushroom, sweet 126.11 0.21 72 0.52 88 0.19 80 – –
2122 Furaneol 29 Caramel, strawberry 128.13 0.17 74 0.42 75 0.2 91 – –
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bserved, the higher temperature does not contribute positively for
he extraction efficiency, due to thermodynamic reasons; decrease
f partition coefficients, and to the decrease of the extraction by the
bre coating. Thus, the highest temperature used in this study was
0 ◦C, to avoid the possible loss of thermally unstable analytes and
hermal degradation of some compounds present in matrix [13,21].
ll the extractions were carried out in triplicate. From these results,

he temperature of 30 ◦C was selected for further experiments.

.1.4. Sample amount
For a given volume vial, sample amount has a positive effect

n the peak areas of the compounds. But this does not mean that
he larger the sample amount, the better the results [11]. In this
ssay, the sample amounts tested were 1, 2 and 4 g and the results
f the effect of sample amount on the total peak areas are shown
n Fig. 4. Considering the results, the sample amount of 2 g was
hosen for the present study. Between 2 and 4 g of sample amount
t was observed that a decrease in total peak area may be due to the
aturation of the fibre coating.

.2. Analysis and comparison of the volatile components in
unchal, Madeira, Mateus and Perry Vidal cultivars

The TIC chromatograms of the HS-SPME/GC–qMSD methodol-
gy with the optimized sampling conditions for Funchal, Madeira,
ateus and Perry Vidal cultivars are shown in Fig. 5. Each sam-

le was analysed in triplicate. A total of 66 volatile compounds,
mong them 23 carbonyl compounds, 17 esters, 9 alcohols, 9 fatty
cids and 8 terpenes, were tentatively identified by matching mass
pectra with spectra of reference compounds in NIST mass spec-
ral libraries with a resemblance percentage above 70%. The Kováts
etention indices were calculated, under the same chromatographic
onditions as the samples, for each compound and compared with
he literature in order to certify the compound identification. In
eneral, Funchal, Madeira and Mateus cultivars showed a similar
roma complexity profile comparatively to Perry Vidal. The rela-
ive amount percent of the individual components was expressed
s percent peak areas relative to total peak areas (RPA%) and are
isted in Table 2. The qualitative data analysis showed that the
resence of the volatile compounds tentatively identified in this
tudy are characteristic for the annonaceae family [1,27]. The RPA%
alues obtained for the different chemical families in Funchal,
adeira, Mateus and Perry Vidal are shown in Fig. 6. Esters, car-

onyl compounds, alcohols, terpenes and fatty acids represent, in
verage 63.62 ± 7.89%, 18.92 ± 7.58%, 7.98 ± 1.57%, 5.47 ± 1.21% and
.02 ± 1.70% for the total volatile profile, respectively.

Tropical fruits can be classified into two broad categories
ased on whether esters and terpenoids predominate in the
olatiles. Flavour volatiles of cherimoya are reported to be com-
osed of esters, especially butanoate and 3-methyl butyl esters [1],
herefore this specie is included in the first category, the same
esults were obtained by Idstein [7]. According to the results,
he volatile compounds of all cultivars were also predominantly
hared by esters, which contribute for total volatiles with 46.02%,
3.26%, 67.24% and 77.25% for Madeira, Mateus, Funchal and
erry Vidal, respectively. Methyl butanoate (8.93 ± 1.80%), butyl
utanoate (7.87 ± 2.06%), 3-methylbutyl butanoate (18.65 ± 1.51%)
nd 3-methylbutyl 3-methylbutanoate (20.05 ± 1.25%) were the
ain compounds identified in this chemical family. These com-

ounds contribute to the fruity and floral odors for the cherimoya

ultivars. These compounds make a positive contribution to the
eneral quality of cherimoya cultivars, being responsible for their
ruity and flowers sensory proprieties (Table 2).

The carbonyl compounds were the main chemical family identi-
ed (23 compounds), on the other hand quantitatively this chemical
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Table 3
Percentage of variance and percentage of cumulative variance explained by the two first principal components

Component Total variance explained

Extraction sums of squared loadings Rotation sums of squared loadings

Total % of Variance Cumulative % Total % of Variance Cumulative %

Raw
1 27.113 51.156 51.156 27.110 51.150 51.150
2 17.866 33.710 84.866 17.869 33.715 84.866
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1 27.113 51.156 51.156
2 17.866 33.710 84.866

xtraction method: Principal component analysis.

amily has the second major contribution to the total volatile profile.
n average, the major carbonyl compounds detected in the analysed
ultivars were 1-hydroxypropan-2-one (1.57 ± 0.19%), 2-furfural
1.38 ± 0.42%), 1,3-dihydroxypropan-2-one (1.24 ± 0.47%) and 5-
ydroxymethyl-2-furfural (8.01 ± 3.67%). In Perry Vidal, 2-furfural
nd 1,3-dihydroxypropan-2-one were found in less amount com-
ared with the other cultivars that reported the similar contents.
he same behaviour was observed for 5-hydroxymethyl-2-furfural,
ut its content in Madeira cultivars (16.65%) was higher than Fun-
hal (9.05%), Mateus (5.54%) and Perry Vidal (0.78%).

Alcohols are formed as enzymatic degradation products of
nsaturated fatty acids [1]. This chemical family contributes with
.93%, 6.76%, 8.91% and 11.32% for total volatiles profile in Funchal,
adeira, Perry Vidal and Mateus, respectively. 3-Methylbutan-1-ol

1.61%) was only detected in Perry Vidal and represents the second
ajor alcohol content. Butan-1-ol was only detected in Mateus and

erry Vidal, still (Z)-2-penten-1-ol and 2-cyclohexen-1-ol were not
etected in Mateus and Perry Vidal, respectively.

The dominating terpenoids found in the analysed cultivars were
-pinene, �-pinene and linalool. In Mateus, �-pinene was not
etected and the amount between the others cultivars were simi-
ar (not significantly different at the 95% level). The contribution of
inalool for the total volatile profile was more significant in Perry
idal (3.28%) than Funchal, Madeira and Mateus which had a con-

ribution lower than 1%. This chemical family contributes with pine,
owers odors to the cherimoya cultivars studied.

a
s
f
a
t

ig. 7. PC1 and PC2 scatter plot of the main sources of variability between cherimoya culti
etween the samples (scores).
27.110 51.150 51.150
17.869 33.715 84.866

Another group of aroma compounds that have been studied
ere the fatty acids. Within this family the acetic acid and n-
exadecanoic acid were notable for their higher contributions.
cetic acid or its biosynthetic equivalent, acetyl CoA contributes
ignificantly to the synthesis of fatty acids and also to aromatic com-
ounds [1]. The Madeira cultivar, presents the highest contribution
or the total volatile profile (6.79%). The fatty acids contribution in
unchal and Perry Vidal cultivars was not significantly different at
he 95% level. The odors of fatty acid are described as being cheesy,
atty and rancid (Table 2).

.3. Multivariate analysis

The proposed HS-SPME/GC–qMSD methodology was applied
o Funchal, Madeira, Mateus and Perry Vidal cultivars. Their dif-
erentiation was possibly due to the different total peak areas of
ach volatile compound determined in the four cherimoya culti-
ars. Data analysis multivariate techniques represent a powerful
tatistical tool that explains this differentiation. The 66 analytical
ariables used for statistical purposes were included into five dif-
erent chemical families, such as terpenes, esters, alcohols, fatty

cids and carbonyl compounds. When principal component analy-
is (PCA) was applied to the total peak area of the different chemical
amilies, two factors were extracted and 74.97% of the total vari-
nce was explained. The redundant variables (13) not contributing
o the explanation of total variance (coefficients magnitude <0.7)

vars. (A) relationships between the chemical compounds (loadings); (B) Distinction
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Table 4
Prediction abilities for the different cultivars, using stepwise discriminant analysis (Anonacul: Anona cultivars)

Anonnacul Classification resultsa,b

Predicted group membership Total

Funchal Madeira Mateus Perry Vidal

Original
Count Funchal 3 0 0 0 3

Madeira 0 3 0 0 3
Mateus 0 0 3 0 3
Perry Vidal 0 0 0 3 3

% Funchal 100.0 .0 .0 .0 100.0
Madeira .0 100.0 .0 .0 100.0
Mateus .0 .0 100.0 .0 100.0
Perry Vidal .0 .0 .0 100.0 100.0

Cross-validatedc

Count Funchal 0 0 1 2 3
Madeira 0 1 2 0 3
Mateus 0 2 1 0 3
Perry Vidal 0 0 0 3 3

% Funchal .0 .0 33.3 66.7 100.0
Madeira .0 33.3 66.7 .0 100.0
Mateus .0 33.3 66.7 .0 100.0
Perry Vidal .0 .0 .0 100.0 100.0
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a 100.0% of original grouped cases correctly classified.
b 41.7% of cross-validated grouped cases correctly classified.
c Cross validation is done only for those cases in the analysis. In cross validation,

ere removed with the purpose to maximize the total variance
rom the data set. So, the first two components explain 84.87% of
he total variance of the initial data set (Table 3). Furaneol (0.99), 2-
yclopenten-1,4-dione (0.98) and methyl 2-furoate (0.98) are the
ariables with the highest contribution on the first component
51.15%); 33.72% of total variance, corresponding to second compo-
ent, was correlated with methyl 3-hydroxybutanoate (0.98), hexyl
-methylbutanoate (0.96) and hexan-1-ol (0.94).

Fig. 7 reports PC1 and PC2 scatter plot of the main sources of
ariability between cherimoya cultivars. Madeira and Funchal cul-
ivars (four quadrant) are essentially characterized by �-terpeneol,
uraneol, benzoic acid, methyl 2-furoate, 3-methoxybutan-1-

l, 5-methyl-(3H)-furan-2-one and (Z)-2-penten-1-ol. The Perry
idal (third quadrant) is described by linalool, 3-methylbutyl
-methylbutanoate, 3-methylbutan-1-ol and methyl 3-hydroxy-
-methylbutanoate. The Mateus cultivar localized in the second

ig. 8. Differentiation between Annona Cherimola Mill. cultivars by applying LDA.
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ase is classified by the functions derived from all cases other than that case.

uadrant is characterized by butyl propanoate (Z)-3-hexen-1-ol
nd methyl-3-hydroxybutanoate.

A linear discriminant analysis (LDA) was run, using the above-
entioned variables, in order to obtain suitable classification rules.

ig. 8 shows a projection of the investigated cultivars of cherimoya
n two-dimensional space, generated by the two first discrimi-
ate functions that explain 99.9% of the total variance. Four groups
epresenting Funchal, Madeira, Mateus and Perry Vidal cultivars,
ere clearly observed. The good agreement achieved indicates

hat very acceptable classification functions can be deduced. The
eave-one-out classification method was used as cross-validation
rocedure to evaluate the classification performance (Table 4).
rom the results it can be concluded that headspace SPME
oupled to GC–qMSD and chemometrics is a very appropriate
ampling technique to distinguish the different cherimoya culti-
ars growing in Madeira Islands studied based on their volatile
rofile.

. Conclusions

A simple, rapid and solvent-free method to extract and deter-
ine the volatile compounds in cherimoya cultivars with the
S-SPME/GC–qMSD was developed. The volatile compounds play
n important role in assessing the classification of this fruit. The
ualitative profile of the volatile compounds of Funchal, Madeira
nd Mateus was similar, but their relative abundance showed
everal differences. The esters, alcohols, fatty acids and terpenes
onstitute important aroma group compounds which contribute
ith fruity, cheese/fatty and flowers notes to cherimoya cultivars

ensory properties. Using PCA, the volatile composition in terms of
verage peak areas, provided a suitable tool to differentiate among
he cherimoya cultivars.
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a b s t r a c t

We developed the detection apparatus that equipped with the two-photomultiplier tubes for chemilumi-
nescence from singlet oxygen. Singlet oxygen was generated with reaction between sodium hypochlorite
and hydrogen peroxide. The chemiluminescence from singlet oxygen, the dimol light emission (ca.
634 nm) and the monomol light emission (ca. 1270 nm), was observed simultaneously for the same
reaction cell. The effects of sodium azide as an antioxidant, human serum albumin, and �-amino acids
on the chemiluminescence based on the both emissions were examined; the observed chemilumi-
nescence could provide direct information with regard to the reaction between singlet oxygen and
inglet oxygen
iomolecules
xidation

antioxidant/biomolecules. The apparent rate constants for quenching singlet oxygen in the presence of
human serum albumin were calculated to be ca. 3.3 × 109 and ca. 8.8 × 108 M−1 s−1 for the dimol and
monomol light emissions, respectively, under the present conditions. The chemiluminescence inten-
sities of the dimol emission decreased in the presence of His, Asp, Phe, Ser, and Tyr, and that of the
monomol decreased in the presence of Cys and Trp. The chemiluminescence observed in the presence of
biomolcules was discussed together with the reactivities of sodium hypochlorite and hydrogen peroxide

a
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w
a
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c
d

e
d
a
a

to biomolecules.

. Introduction

Singlet oxygen that is one of active oxygen has been focused on
rom the viewpoint of not only specific chemical species in chemi-
al reactions but also medical science with regard to disease factors
nd health maintenance. Singlet oxygen reacts rapidly with many
iological molecules, such as nucleic acids, lipids, amino acids, pep-
ides, and proteins [1,2]. Singlet oxygen can be readily produced
pon an irradiation of a photosensitizer that transfers its exited
tate energy to ground-state or triplet oxygen [3,4]. The reaction
etween singlet oxygen and biomolecules was usually confirmed
y examining the reaction products with spectroscopic methods,
uch as mass spectrometry and Raman spectrometry [1,5,6].

Singlet oxygen possesses unique chemiluminescence (CL) prop-

rty, the dimol light emission (ca. 637 nm) and the monomol light
mission (ca. 1270 nm) [6]. The observation of CL from singlet oxy-
en in the presence of biomolecules might easily provide direct
nformation with regard to the reaction between singlet oxygen

∗ Corresponding author. Tel.: +81 774 65 6595; fax: +81 774 65 6803.
E-mail address: ktsukago@mail.doshisha.ac.jp (K. Tsukagoshi).

s

N

2

a
s

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
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nd biomolecules. However, as far as we know, there were few
nvestigations about an observation of CL from singlet oxygen in
he presence of biomolecules [7]; at least there were no reports
xamining the CL from singlet oxygen simultaneously at the two
avelengths for the dimol and monomol light emissions. When

n irradiation using ultra-violet or visible light is combined with
L detection comprising a photomultiplier tube (PMT), the opti-
al system including a light source, spectroscopic parts, and light
etection devices must become extremely complicated.

In this study we developed the detection apparatus that
quipped with the two PMTs for the CL from singlet oxygen, the
imol and monomol light emissions. Singlet oxygen was gener-
ted with chemical reaction between sodium hypochlorite (NaClO)
nd hydrogen peroxide (H2O2) without using any light irradiation
ystems. The reaction equations are shown below [8]:

aClO + H2O2 → 1O2 + H2O + NaCl,
(1O2) → 23O2 + hv(634 nm) or 1O2 → 3O2 + hv(1270 nm).

The reactivity of singlet oxygen to antioxidant, human serum
lbumin (HSA), and �-amino acids were examined through the
imultaneous observation of the CL from singlet oxygen, the dimol
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generally calculated to be ca. 0.3 mM under atmosphere at a room
temperature by Henry’s law. When the dissolved oxygen concen-
tration, ca. 0.3 mM, was taken into consideration, singlet oxygen
generated in the reaction cell seemed to be detected with sufficient
sensitivity by the present method, corresponding to the detection
Fig. 1. Schematic diagram of the CL dete

nd monomol light emissions, for the same reaction cell. That is,
he information about the reactivity of singlet oxygen was obtained
asily, quickly, and directly through the observation of the CL by the
resent method. The spectrometric analyses of the reaction prod-
cts related to singlet oxygen are as a matter of course significant

n this research area, but it is hard to examine trace amounts of
he reaction products online due to the limitation in sampling and
ample preparation. The present method becomes an alternative
ay for investigating the reactivity and property of singlet oxygen

o biomolecules.

. Experimental

.1. Reagents

Water was purified with Elix UV 3 (Millipore). All reagents
sed were of commercially available and analytical grade. Sodium
ypochlorite, H2O2 solution (30 wt.%), sodium azide, potassium
ermanganate were purchased from Nacalai Tesque. Human serum
lbumin and 20 �-amino acids used here were purchased from
igma Co.

.2. Analysis of NaClO and H2O2

We used an SBT Kit (ZK01-50; Dojindo), which uses a colorimet-
ic method developed to determine chloride radical concentration,
o examine the concentration of NaClO in the reaction cell in accor-
ance with the manufacturer’s instructions. The concentration of
2O2 in the reaction cell was determined by a normal titration
ethod using potassium permanganate.

.3. Apparatus and procedures

The CL detection apparatus equipped with the two kinds of PMTs
s shown in Fig. 1. The experiments were carried out as follows; a
efinite amount of H2O2 solution (100 mM carbonate buffer (pH
0.8)) was added to a definite amount of NaClO solution (100 mM
arbonate buffer (pH 10.8)) in the reaction cell through a PTFE
ube. When the effects of antioxidant/biomolecules were exam-
ned, they were placed in the reaction cell in advance. The CL of
he dimol emission (ca. 634 nm) was detected by PMT (R1924A,
amamatsu) (sensitive region, 300–650 nm) and cut filter (52527-
, Edomund) (cut field <600 nm). The CL of the monomol emission
ca. 1270 nm) was detected by PMT (H9170-45, Hamamatsu) (sen-

itive region, 950–1400 nm), which was cooled at −60 ◦C with
hermoelectric refrigeration under vacuum, and band path filter
1260-11-45, Intor) (1260 ± 11.8 nm). The CL from the dimol and

onomol of singlet oxygen were simultaneously detected with
he both PMTs for the same reaction solution in the cell. They

F
s
a
c

apparatus equipped with the two PMTs.

ere treated with an integrator (Chromatopac C-R8A; Shimadzu
o.).

. Results and discussion

.1. Typical CL profiles of singlet oxygen

When each 10 mM of NaClO and H2O2 solutions was used, we
bserved the CL profiles at ca. 634 and ca. 1270 nm, as shown in
ig. 2. The CL appeared quickly after injecting H2O2 solution and
isappeared within several seconds. The half-life of singlet oxygen

s short. Although it is dependent on the solvent [9], e.g., 3.3 �s in
ater and 68.0 �s in heavy water, it is micro-second order. Judg-

ng from the CL profiles in Fig. 2, the reaction rates between the
ypochlorite and H2O2 is comparatively first. As we do not have
tandard light source for 634 and 1270 nm, we have not compared
he CL amount between the both CL emissions.

The effect of H2O2 concentration on the CL from singlet oxy-
en was examined at both wavelengths (ca. 634 and 1270 nm).
s described in the caption of Fig. 3, H2O2 concentrations were
hanged from 0.1 to 10 mM. The CL intensities (CL peak heights)
ere observed with the detection limits of 0.1 mM H2O2 at both
avelengths and increased with increasing of the H2O2 concen-

ration up to ca. 5 mM (Fig. 3). Above the concentrations the CL
ntensities were not changed, or saturated. The vertical line means
he relative CL peak heights; they were estimated based on 100 for
he addition of 10 mM H2O2. It was found that the reaction between
aClO and H2O2 might produce with equimolar to generate equiv-
lent singlet oxygen.

On the other hand, dissolved oxygen concentration in water is
ig. 2. The CL profiles of singlet oxygen obtained for dimol and monomol light emis-
ions. Conditions: 10 mM H2O2 in 100 mM carbonate buffer (pH 10.8) (1 ml) was
dded to 10 mM NaClO in 100 mM carbonate buffer (pH 10.8) (5 ml) in the reaction
ell.
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ig. 3. The effect of H2O2 on CL intensities of dimol and monomol light emissions.
onditions: 0.1–10 mM H2O2 in 100 mM carbonate buffer (pH 10.8) (1 ml) was added
o 1 mM NaClO in 100 mM carbonate buffer (pH 10.8) (5 ml) in the reaction cell.

imit of ca. 0.1 mM singlet oxygen where dissolved singlet oxygen
ay reach to supersaturation temporarily.

.2. Effect of sodium azide on CL profiles

Sodium azide is well known antioxidant for singlet oxygen and
s also known not to react with NaClO and H2O2. We examined the
ffect of sodium azide in the reaction cell on the CL profiles. The
oncentrations of sodium azide in the cell, 1–100 mM, were used.
he obtained results are shown in Fig. 4. The vertical line means the
elative CL peak heights; they were estimated based on 100 for no
ddition of sodium azide.
The both CL, from the dimol and monomol, decreased with
ncreasing of sodium azide concentrations. The CL intensity due
o monomol (ca. 1270 nm) disappeared at ca. 50 mM sodium azide.
n the other hand, the CL due to dimol (ca. 634 nm) was almost
onstant above 20 mM sodium azide. Such observed phenomena

ig. 4. The effect of sodium azide on CL intensities of dimol and monomol light
missions. Conditions: 10 mM H2O2 in 100 mM carbonate buffer (pH 10.8) (1 ml)
as added to 10 mM NaClO in 100 mM carbonate buffer (pH 10.8) (5 ml) containing
–100 mM sodium azide in the reaction cell.
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f singlet oxygen. Conditions: 10 mM H2O2 in 100 mM carbonate buffer (pH 10.8)
2.5 ml) was added to 10 mM NaClO (8.0 ml) in 100 mM carbonate buffer (pH 10.8)
lus 0.01–0.1 mM HSA (2.0 ml) in 100 mM carbonate buffer (pH 10.8) in the reaction
ell.

ay be caused by the difference in the existing ratio between
he dimol and the monomol in singlet oxygen, the reaction rate
etween singlet oxygen (the dimol or the monomol) and sodium
zide, and the extinguish rate from singlet state (the dimol or the
onomol) to triplet state. However, the reason has not been clear

et. Anyway, as the CL from the both states of dimol and monomol
re simultaneously determined for the same reaction solution, the
btained data can be evaluated with high reliability. We will con-
inue examining the CL profiles from singlet oxygen with the dimol
nd monomol emission in the presence of various other antioxi-
ants.

.3. Reactivity of singlet oxygen to HSA

As described in Section 1, the observation of CL from singlet
xygen in the presence of biomolecules might easily provide direct
nformation with regard to the reaction between singlet oxygen and
iomolecules. Furthermore, it is known that proteins and some �-
mino acids positioning in protein side-chains are the major targets
or singlet oxygen due to the abundance of proteins within most
iological systems. Therefore, we decided as a first step to examine
he reaction of singlet oxygen with HSA and �-amino acids by use of
he present method newly developed for CL observation concerning
inglet oxygen.

First, the reactivity of singlet oxygen to HSA was examined
hrough the observation of the CL at the both wavelengths. Human
erum albumin was added in the reaction cell and the concentra-
ions were changed over the range of 0.01–0.1 mM as described in
he caption of Fig. 5. The CL intensities decreased with increasing
f the HSA concentrations at both detection wavelengths for the
eaction (Fig. 5). The decreasing line of the relative CL peak heights
f dimol showed larger slope than that of monomol.

We tried to calculate the apparent rate constants for quench-
ng singlet oxygen with HSA from Stern–Volmer plots [10].
tern–Volmer equation is expressed by (I0/I) = 1 + (kq�[Q]); the
ymbols mean that I0: CL intensity in the absence of HSA, I:
L intensity in the presence of HSA, [Q]: HSA concentration, �:

ifetime of singlet oxygen (3.3 �s) [9], and kq: rate constant for

uenching singlet oxygen. The numbers of I0/I are plotted against
he quencher or HSA concentrations; the apparent rate constants
or quenching were estimated from the slopes of the lines. They
ere ca. 3.3 × 109 and ca. 8.8 × 108 M−1 s−1, respectively, for dimol

nd monomol. The apparent rate constant for quenching singlet
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Table 1
Effect of �-amino acids on the CL from singlet oxygen

�-Amino acid Relative CL peak height

634 nm 1270 nm

Blank 100 100
Met 103 95
Thr 100 97
Leu 100 101
Cys 100 (81)
Gln 100 101
Val 100 98
Glu 99 99
Asn 99 101
Asn 99 101
Ile 98 99
Pro 97 92
Arg 96 100
Ala 96 100
Trp 96 (70)
Lys 92 93
His (87) 96
Asp (87) 98
Phe (85) 92
Ser (84) 100
Tyr (81) 93
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xygen at 634 nm detection was larger than that at 1270 nm. Wei
t al. [1] reported that the reaction rate constants of singlet oxygen
ith His, Trp, and carnosine (dipeptide) were calculated to be

.2 × 108, 7.7 × 107, and 1.3 × 108 M−1 s−1, respectively, through a
uite different way using Eu3+ luminescence probe. Although there
s quite difference in a measurement and a quencher between their
ata and ours, the apparent rate constants for quenching in the
resent method for HSA possessing much larger molecular weight
eemed to be enough reasonable.

As NaClO and H2O2 are also oxidants, we examined the reactivity
f them to HSA. Human serum albumin solution (0.1 mM HSA) was
ixed with NaClO solution under the same conditions of CL mea-

urement experiments of Fig. 5, the solution being left in 5 min, the
oncentration of NaClO was determined by use of the commercial
BT Kit for NaClO determination as mentioned in Section 2. There
as no difference in the concentration of NaClO between with-
ut HSA and with HSA for 5 min solutions. Also, we examined the
eactivity of H2O2 to HSA (0.1 mM) under the same conditions of
L measurement experiments of Fig. 5; the concentration of H2O2
as determined by a normal titration method using potassium per-
anganate. There was no difference in the concentration of H2O2

etween without HSA and with HSA for 5 min solutions. It was con-
luded from the results that as all CL peaks were observed with in
everal seconds, the CL decreased in the presence of HSA must be
ased on the reaction of singlet oxygen to HSA, not on the reaction
f NaClO or H2O2 to HSA.

.4. The reactivity of singlet oxygen to ˛-amino acids

The photooxidation of His and Trp by singlet oxygen was inves-
igated by a Eu3+ luminescence probe and UV Raman spectroscopy
nder physiological conditions (pH 7.5) [1], also, His, Tyr, Met, Cys,
nd Trp are known to be oxidized by singlet oxygen at physiolog-
cal pH [11]; there have been no distinction between dimol and

onomol singlet oxygen. We examined the CL intensities for dimol
nd monomol emissions in the presence of the 20 �-amino acids
nder the present conditions; 10 mM H2O2 in 100 mM carbonate
uffer (pH 10.8) (2.5 ml) was added to 10 mM NaClO (8.0 ml) in
00 mM carbonate buffer (pH 10.8) combining 1 mM �-amino acids
2.0 ml) in 100 mM carbonate buffer (pH 10.8) in the reaction cell.
able 1 shows the relative CL peak heights for the 20 �-amino acids;
he values were averages for 10 measurements for each �-amino
cid and the relative CL peak heights were estimated for 100 in the
bsence of �-amino acids.

The standard deviations in the absence of �-amino acids were
alculated using 10 measurements to be 3.3 and 6.0 for the dimol
nd monomol emissions, respectively. Some �-amino acids showed
he relative CL peak heights lower than 90 for dimol and 82 for

onomol that corresponded to 100 minus three standard devi-
tions (3.3 × 3 = 9.9 for dimol and 6.0 × 3 = 18.0 for monomol). In
his study, as a valuation standard, we admitted that �-amino
cids that showed the relative CL peak heights lower than 90 for
imol emission and 82 for monomol emission could possess effec-
ive influences on the CL from singlet oxygen. To be concrete, His
87), Asp (87), Phe (85), Ser (84), and Tyr (81) were thought to
nfluence the CL of dimol emission, as well as Cys (81) and Trp
70) were to influence the CL of monomol emission; the values
n parentheses indicated the relative CL peak heights shown in
able 1.

We also examined the reactivity of NaClO and H2O2 to �-amino

cids under the same conditions of the CL measurement experi-
ents of Table 1 in a similar way to HSA by use of an SBT Kit for

etermining chloride radical concentration and a normal titration
ethod using potassium permanganate. There was no difference in

he concentrations of NaClO and H2O2 between without �-amino

4

e

onditions: 10 mM H2O2 in 100 mM carbonate buffer (pH 10.8) (2.5 ml) was added
o 10 mM NaClO (8.0 ml) in 100 mM carbonate buffer (pH 10.8) plus 1 mM �-amino
cid (2.0 ml) in 100 mM carbonate buffer (pH 10.8) in the reaction cell.

cids and with �-amino acids for 5 min, except for NaClO concen-
ration with His for 5 min decreased to 51% of that without His.

It was concluded from the results that the CL of dimol emission
ecreased in the presence of Asp, Phe, Ser, and Tyr must be based
n the reaction of singlet oxygen to these �-amino acids, not on
he reaction of NaClO or H2O2 to �-amino acids, as well as the CL of

onomol emission decreased in the presence of Cys and Trp must
e based on the reaction of singlet oxygen to them. As far as His,
onsidering that the existence of His decreased the CL intensity of
imol but not that of monomol and that all CL peaks were observed
ithin several seconds, the decrease of the dimol emission of sin-

let oxygen might not be caused through the interaction between
is and the hypochlorite (although the existence of His decreased
aClO concentration for 5 min). That is, for the moment, we thought

hat the existence of His decreased the CL of the dimol through the
eaction between singlet oxygen and His, similar to Asp, Phe, Ser,
nd Tyr.

As described in the above section, HSA quenched both the dimol
nd monomol light emissions, although the apparent rate constant
or quenching singlet oxygen at 634 nm detection was larger than
hat at 1270 nm. On the other hand, some �-amino acids quenched
ither the dimol or monomol light emission. The reason has not
een clear yet. However, such observed phenomena may be caused
y the matching in the reaction rate between singlet oxygen (the
imol or the monomol) and �-amino acid as well as the extinguish
ate from singlet state (the dimol or the monomol) to triplet state;
hat is, for providing CL decrease from singlet oxygen, some �-
mino acids might need to react with singlet oxygen (the dimol
r the monomol) with their individual reaction rate before singlet
xygen turns to triplet oxygen. For supporting this assumption, the
imol of singlet oxygen having larger energy and specific associ-
tion is required to feature shorter life-time than the monomol of
inglet oxygen through its self-extinguishment and/or dissociation.
. Conclusions

Singlet oxygen possesses unique chemiluminescence (CL) prop-
rty, the dimol light emission (ca. 637 nm) and the monomol light
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mission (ca. 1270 nm). We newly developed the detection appa-
atus that equipped with the two PTMs for the CL from singlet
xygen, the dimol and monomol light emissions. Singlet oxy-
en was generated with chemical reaction between NaClO and
2O2 without using any light irradiation systems. The effects
f antioxidant/biomolecules on the CL based on the both emis-
ions were examined for the same sample solution; the observed
L could provide direct information with regard to the reac-
ion between singlet oxygen and antioxidant/biomolecules. We
re now interested in a difference in reactivity or property for
ntioxidant/biomolecules between dimol and monomol singlet
xygen.
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a b s t r a c t

In this study, we have proposed a novel strategy for the rapid identification and high sensitive detection
of different kinds of cancer cells by means of electrochemical and contact angle measurements. A simple,
unlabeled method based on the functionalized Au nanoparticles (GNPs) modified interface has been uti-
lized to distinguish the different cancer cells, including lung cancer cells, liver cancer cells, drug sensitive
leukemia K562/B.W cells and drug resistant leukemia K562/ADM cells. The relevant results indicate that
under optimal conditions, this method can provide the quantitative determination of cancer cells, with
a detection limit of ∼103 cells mL−1. Our observations demonstrate that the difference in the hydrophilic
properties for target cellular surfaces and in the uptake efficiency of the anticancer drug daunorubicin
Electrochemical detection
Contact angle measurement

for different cancer cells could be readily chosen as the elements of cancer identification and sensitive
detection. This raises the possibility to advance the promising clinic diagnosis and monitoring of tumors
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. Introduction

Cancer is one of the most serious and lethal diseases around the
orld. The research of fast identification and high-sensitive detec-

ion of cancer cells is extremely important for cancer diagnosis and
herapy, which can be utilized to explore and monitor the rele-
ant biological process of cancers and is critical for the early cancer
iagnosis and clinical treatments.

The intensive interests and efforts in the early cancer diag-
osis reflect the increasing demand of relevant biosensors with
ood sensitivity and selectivity, rapidness, and easy operation
1,2]. Several protocols have been developed to detect and identify
ancerous cells, including those based on polymerase chain reac-
ion (PCR) [3], quartz crystal microbalance (QCM) measurement
4], microarrays [5,6], monoclonal antibody-coupled ferromagnetic
anoparticles [7], aptamer-modified fluorescent nanoparticles [8],

arbohydrate-mediated cell recognition using gold glyconanopar-
icles [9], immunophenotyping by means of flow cytometry
10], amperometric detection of enzymatic reaction products [11]
hemiluminescence (CL) [12] or diffraction-based cell detection

∗ Corresponding author. Tel.: +86 25 83792177; fax: +86 25 83792177.
E-mail address: xuewang@seu.edu.cn (X. Wang).

o
a
m
v
A
n
i
[

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.07.063
otherapy of human cancers.
© 2008 Elsevier B.V. All rights reserved.

13], etc. Many of the currently available detection methods require
nrichment of the target cells in the sample or expression of flu-
rescent protein markers or antibodies in the cells, and tend to
nclude additional steps and time-consuming assay procedures. For
xample, PCR-based methods are indirect ways of detecting cells
nd require prolonged isolation steps before analysis. Besides, the
ariable sensitivity of PCR can limit its effectiveness as a diagnos-
ic technique and lead to false-negative results [3]. Moreover, the
ommon immunophenotypic analyses on basis of flow cytometry,
hich require multiple antibody probes for accurate cell detection,

re usually time-consuming, complex and costly. In view of these
hallenges, a simple detection system that can achieve high selec-
ivity and sensitivity without the need for target amplification and
abeling is highly desirable.

Recently, nanotechnology has been located in a unique position
o transform cancer diagnostics and to produce a new generation
f biosensors and medical imaging techniques for highly sensitive
nd precise recognition. Large quantities of biocompatible nano-
aterials have attracted much interest of numerous scientists in
arious biomedical research areas due to their unique properties.
mong them, gold nanoparticles (GNPs), the known biocompatible
anomaterials, have been widely concerned in the fields of biomed-

cal imaging and biosensing applications during the last ten years
14–17]. Our recent study indicates that the relevant GNPs have



1 a 77 (

n
n
a
f
b
c

u
s
d
c
i
b
d
t
m
r
c
s

2

2

y
f
h
C
s
H
r
s
r
n
A

2

K
o
fl
c
(
C
m

t
7
(

2

u
t
p
P
a
w
g
t
i
b

1
G
w
t

2

n
o
o
I
m
t
fl

2

a
w
c
t
s
d
s
d
C
f
e
e
c
r

2

c
v
d
G
a
a
e
p

3

3

c
A
r
f
G
G
A
i
a

010 F. He et al. / Talant

egligible effect on cellular drug uptake of daunorubicin (DNR) of
ormal cells but have significant effect on the intracellular drug
ccumulation of DNR on leukemia cancer cells [17]. Besides, the
unctional GNPs-based materials have been well adopted for the
iosensing of biomacromolecules based on their unique mechani-
al and electronic properties [18–22].

Considering the plentiful merits of GNPs, in this study we have
tilized them for highly sensitive detection of cancer cells. The
trategy of a simple identification and sensitive detection of the
rug sensitive and drug resistant leukemia K562 cells, lung can-
er cells and liver cancer cells on the functionalized GNPs modified
nterface has been developed by using anticancer drug daunoru-
icin as the electrochemical probe. Meanwhile, according to the
ifferent hydrophilic characteristics of the relevant cancer cells on
he GNPs modified interface, we could utilize the contact angle

easurement to identify above different kinds of cancer cells. The
esearches have realized the cancerous cell detection by electro-
hemical and contact angle measurements with high sensitivity,
electivity and simplicity.

. Experimental

.1. Reagents

Daunorubicin, mercaptopropionic acid (MPA) and hydrox-
ethylpiperazine ethanesulfonic acid (HEPES) were purchased
rom Aldrich. 1-Ethyl-3-(3-dimethyl aminopropyl)-carbodiimide
ydrochloride (EDC) was purchased from Sinopharm. Co. Ltd.,
hina. Daunorubicin stock solutions were freshly prepared and
tored in the dark at 4 ◦C. Phosphate buffer solution (PBS) and
EPES buffer was prepared with double distilled water. All other

eagents were of analytical grade. The functionalized GNPs were
ynthesized according to the literature [23] by the ligand exchange
eaction between triphenyl phosphine (PPh3)-stabilized precursor
anoparticles and MPA. The concentration ratio between original
u (III) and MPA was adjusted at 1:100.

.2. Cells and cell culture

Lung cancer cells, liver cancer cells, leukemia K562/ADM and
562/B.W cell lines were purchased from Institute of Hematology
f Tianjin, Chinese Academy of Medical Sciences and cultured in a
ask in RPMI 1640 medium (GIBCO) supplemented with 10% fetal
alf serum (FCS, Sigma), penicillin (100 U mL−1), and streptomycin
100 �g mL−1) at 37 ◦C in a humidified atmosphere containing 5%
O2. The drug resistant leukemia K562 cells (K562/ADM cells) were
aintained with 1 �g mL−1 Adriamycin (Sigma).
The real leukemia cell lines were collected and separated from

he mixture of peripheral blood of leukemic patients, PBS (0.1 M, pH
.2) and lymphocytes separation medium with the ration of 1:1:2
v/v/v) by centrifugation 2500 rpm for 30 min.

.3. Electrode preparation

The glassy carbon electrode (GCE) was polished to a mirror
sing 0.3 and 0.05 �m alumina slurry (Beuhler) followed by rinsing
horoughly with double distilled water. The electrodes were then
retreated electrochemically by applying a potential of +1.75 V in
BS (0.1 M, pH 5.0) for 300 s, and scanned between +0.3 and +1.25 V
nd then +0.3 and −1.3 V until a steady-state current–voltage curve

as observed [24]. This process led to the formation of hydroxyl

roups on the GCE surface and increased surface hydrophilicity of
he GCE. Then the pretreated electrode was immersed thoroughly
nto the blending solution with 100 �L GNPs and 100 �L HEPES
uffer solution (0.1 M, pH 7.2) containing 0.5 mmol EDC for about

o
p
o

h

2009) 1009–1014

0 h. The hydroxyl groups on GCE were linked to the MPA stabilized
NPs with the assistance of the EDC linker. The GNPs modified GCE
as then rinsed thoroughly with double distilled water to remove

he non-covalent nanoparticles before use.

.4. Atomic force microscopy (AFM) measurements

The AFM measurements were performed through a simulta-
eous monitoring of both the amplitude and the phase of the
scillating cantilever in tapping mode. All AFM data were collected
n a Digital Instruments using a Nanoscope III controller (Veeco
nstruments, New York) and an E-scanner operating in tapping

ode in air. Imaging was accomplished using diving board TESP
ips with integral square pyramidal tips. All data were plane fit and
attened prior to analysis using the Nanoscope software.

.5. Electrochemical investigation

The leukemia K562 cells at a concentration of 6 × 105 mL−1 with
nticancer drug daunorubicin at a concentration of 5.3 × 10−5 M
ere firstly incubated at room temperature. After the targeted

ells with DNR were pretreated for a series of incubated time,
he suspensions were centrifuged for 10 min. Then all medium
amples outside leukemia K562/ADM cells were collected and
iluted with sterilized PBS (0.1 M, pH 7.2). The electrochemical
ignal of DNR residue in these samples was determined with
ifferential pulse voltammetry (DPV) assay for each sample by
HI660C electrochemical analyzer. All measurements were per-

ormed at ambient temperature (22 ± 2 ◦C) in a three-component
lectrochemical cell consisting of the GNPs modified glassy carbon
lectrode (GNPs–GCE) as the working electrode, a Pt wire as the
ounter electrode and a saturated calomel electrode (SCE) as the
eference electrode.

.6. Contact angle detection

Contact angle detection was performed with a CAM2000 opti-
al contact angle analyzer (KSV Instruments, Finland) using a CCD
ideo camera and a horizontal light source to illuminate the liquid
roplet. The droplets of solution were placed on the surface of the
NPs–GCE and the contact angle measurements were carried out
t ambient temperature (22 ± 2 ◦C). To extract the precise contact
ngle values, the drop images were fitted using the Young–Laplace
quation [25]. The contact angle values were determined with the
recision of ±0.5◦.

. Results and discussion

.1. Characterization of the GNPs–GCE

After the preparation of the GNPs–GCE according to the pro-
edure described above, the GNPs–GCE was first characterized by
FM, which is an effective way to provide nanoscale surface topog-
aphy and phase images. The AFM studies can afford direct evidence
or the morphologies of the functionalized GNPs film covered on the
CE. As shown in Fig. 1, the typical topographic images of the bare
CE and the GNPs–GCE have been explored and characterized by
FM studies. The pretreated bare GCE exhibits a relatively planar

nterface (Part A, Fig. 1), while the GNPs film appears more rough
nd highlighted in the AFM graphs (Part B, Fig. 1). The average sizes

f GNPs were about 15 nm and in coincidence with the sizes of dis-
ersed GNPs obtained by TEM (not shown), indicating the assembly
f GNPs on the surface produces little aggregation.

In addition, the electrochemical performance of the GNPs–GCE
as also been investigated by cyclic voltammetry. As shown in
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Fig. 1. Topological AFM images of the GCE surface before
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ig. 2. Cyclic voltammograms of 1 mM K3[Fe(CN)6] (containing 0.1 M KCl elec-
rolyte) at (a) the functionalized GNPs–GCE, and (b) the bare GCE. Scan rate: 0.1 V/s.

ig. 2, compared with the bare GCE, the electrochemical current
f [Fe(CN)6]3− at the GNPs–GCE enhances ca. 45%, indicating a
onsiderable improvement in the electron transfer. Besides, a neg-
tive shift of ca. −70 mV in the [Fe(CN)6]3− redox peak potentials
s observed for the GNPs–GCE in comparison with that of the bare
CE.

.2. Identification of cancer cells by contact angle detection

Based on these studies, the multi-signal responsive biosens-
ng interface was further explored by tailoring the relevant cell

i.e., lung cancer cells, liver cancer cells, leukemia drug sensitive
562/B.W cells, and leukemia drug resistant K562/ADM cells) cov-
ring GNPs–GCE, where a 10 �L droplet of target cell solution was
ipetted onto the modified surface and dried with nitrogen. By

h
c
s

ig. 3. Typical initial contact angle images of 7 �L PBS droplets on (a) lung cancer cells, (b
overed GNPs–GCE. During the preparation of the cells covered GNPs–GCE, a 10 �L drop
urface and dried with nitrogen. The contact angle values were determined with the prec
(A) and after (B) functionalized GNPs modification.

ombination of the respective cancer cells with the GNPs–GCE, our
bservations indicate that contact angle technique could offer a
ew strategy for the rapid identification and detection of different
ancer cells. Fig. 3 shows the pixel images of the initial contact angle
alues of PBS (pH 7.2, 0.1 M) droplet on the respective cell covered
NPs–GCE. The contact angle values of relevant droplet on lung
ancer cells, liver cancer cells, drug sensitive leukemia K562/B.W
ells, and drug resistant leukemia K562/ADM cells covered mod-
fied electrodes were ca. 77◦, 70◦, 64◦, and 53◦, respectively. It is
vident that the different cancer cells can be distinguished from
ach other by using the contact angle detection. The rational behind
his may be due to the difference in the expression of the mem-
rane proteins (such as P-glycoprotein (P-gp) and others) on the
ellular surface, which greatly influences the hydrophilicity of the
ellular surface. Thus, the different cells could be identified based
n the hydrophilic characteristics of them, using the contact angle
easurements.
The stability of the contact angle measurements of PBS on these

ancer cells covered GNPs surface have also been investigated (as
hown in Fig. S1 in Supporting Information). It is observed that the
ontact angle values of the droplets on the relevant surfaces almost
ept constant in 30 s. The stable and convincing results guarantee
he simple and fast identification of target cancer. So, according to
he distinct contact angles of PBS on target cells covered GNPs–GCE,
e can fast and simply identify the drug sensitive and drug resistant

eukemia K562 cells, lung cancer cells and liver cancer cells.

.3. Identification of cancer cells based on electrochemical
etection
In view of the above studies, the more sensitive DPV technique
as been explored for the identification and detection of the can-
er cells (i.e., lung cancer cells, liver cancer cells, leukemia drug
ensitive K562/B.W cells, and leukemia drug resistant K562/ADM

) liver cancer cells, (c) leukemia K562/B.W cells, and (d) leukemia K562/ADM cells
let of cell solution (6 × 107 cells mL−1) was pipetted onto the modified electrodes
ision of ±0.5◦ .
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Fig. 4. Differential pulse voltammetry of DNR residue after the leukemia K562/ADM
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Fig. 5. Differential pulse voltammetry study on the GNPs–GCE for DNR residue out-
side (a) lung cancer cells, (b) liver cancer cells, (c) leukemia K562/B.W cells, (d)
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ells (a and c) or leukemia K562/B.W cells (b and d) were incubated with DNR
5.3 × 10−5 M) for 2 h at bare GCE (a and b) and GNPs–GCE (c and d). Pulse amplitude:
.05 V. Pulse width: 0.05 s. Pulse period: 0.1 s. The significant enhancement on the
NPs–GCE can be observed.

ells). As well known, multidrug resistance (MDR) is a dominating
imit in the current chemotherapy of cancers. It is mainly associ-
ted with the overexpression of several proteins on the cellular
urface, the most important being P-gp. Failure of chemotherapy
o the malignant tumor is usually attributed to the overexpression
f P-gp, which is considered to act as an energy-dependent drug
fflux pump that causes a decrease in cytotoxic drug accumulation
26]. Another failing factor of chemotherapy is that anticancer drugs
ot only kill cancer cells but also poison healthy cells. Therefore, it

s much important to distinguish the drug sensitive and drug resis-
ant cancer cells to monitor the cancer therapy. Meanwhile, with
he anticancer drug DNR as the electrochemical probe, the DNR
ptake efficiency for different cancer cells could be probed by the
PV technique [27].

On the basis of these considerations, in this contribution, the
NR uptake efficiency by the different cancer cells has been investi-
ated. As we know, when different cells were treated with DNR, the
nadsorbed DNR molecules are still in the environmental solution,
nd the electrochemical response of this part of the molecules can
e readily detected. Thus, the DNR residue (unadsorbed DNR) can
e adopted as the referential value of the cellular uptake efficiency.
s shown in Fig. 4, our study indicates that the DNR detection sen-
itivity could be remarkably enhanced by using the functionalized
NPs–GCE than that of the bare GCE. It is proved that the GNPs–GCE
ould remarkably enhance the DNR detection sensitivity and selec-
ivity for identification of the cancer cells.

It is evident that by combining with anticancer drug DNR as an
lectrochemical probe, the residual amount of the DNR outside the
arget cancer cells can be adopted as the referential value of the effi-
iency. So, we have explored the possibility to identify and detect
he four kinds of cancer cells mentioned above by electrochem-
cal means. Fig. 5 illustrates the DPV study of DNR residue on the
NPs–GCE after the cells have been incubated with DNR for 2 h. The
istinct electrochemical responses of the DNR residue in the buffer
or the four different cancer cells appear at ca. −750 mV (vs SCE) on
he modified electrodes. Notably, the DPV peak current of the DNR
esidue for the drug resistant leukemia K562/ADM cells is much
reater than that of the drug sensitive leukemia K562/B.W cells,
uggesting that much more DNR molecules have been absorbed
nto drug sensitive cancer cells than that of the drug resistant can-

er cells. This is consistent with the cellular surface properties of
he leukemia K562/ADM cells, i.e., the overexpression of P-gp on
he leukemia K562/ADM cells will extrude the positively charged
NR out of the cells and lead to the less DNR accumulation in the

eukemia K562/ADM cells than that in the leukemia K562/B.W cells.

r
c
t
d
p

eukemia K562/ADM cells after the cells were incubated with DNR (5.3 × 10−5 M)
or 2 h. DPV of DNR (5.3 × 10−5 M) itself was also shown as the reference (e). All cell
oncentrations are 6 × 105 cells mL−1. Pulse amplitude: 0.05 V; Pulse width: 0.05 s;
ulse period: 0.1 s.

ith a same incubation period, the relative decrease percentage in
he peak current of DNR in the buffer is 17% for leukemia K562/ADM
ells, 53% for leukemia K562/B.W cells, 74% for lung cancer cells and
9% for liver cancer cells, respectively, indicating that different can-
er cells have different uptake facility of DNR. Scheme 1 illustrates
he relevant strategy for the identification of cancer cells by contact
ngle and electrochemical study. Thus, by checking the correspond-
ng electrochemical behavior of the DNR residue in the buffer for
ifferent cancer cells, we can quickly and sensitively identify these
ifferent kinds of cancer cells based on the respective GNPs–GCE.

The time dependence of the drug uptake efficiency has also been
esearched (as shown in Fig. S2 in Supporting Information), since
he interaction time of DNR with target cancer cells is important
or the fast and high-sensitive identification of the four different
ancer cells mentioned above. The corresponding electrochemical
esponse of DNR residue outside the lung cancer cells, liver cancer
ells, and leukemia K562/B.W cells are found to decrease with an
ncreasing incubation time, while only the current of the leukemia
562/ADM cells keep stable during the period. In all cases, the
eak currents of DNR residue can reach to a constant value after

ncubation for about 2 h. Therefore, to distinctly identify the target
ancer cells with rapidness and accuracy, the optimal incubation
ime should be 2 h.

Furthermore, we have applied this procedure to real world
ample analyses. We analyzed the peripheral blood of leukemic
atients before and after injected with anticancer drug. As shown

n Fig. S3 in Supporting Information, the result was consistent with
he foregoing experiments. After injected with anticancer drug for
period of time, the cancer cells in the body of patient became

eukemia drug resistant cells which less anticancer drug could be
bsorbed into. So, its electrochemical responses of the DNR residue
n the buffer was stronger than that of patient without injection,
nd both of them had some positive shift of the peak potential,
uggesting its potential application as the new strategy for the
evelopment of the clinic diagnosis and monitoring of tumors.

.4. Electrochemical method for cell quantification

To quantitatively describe the performance of the multi-signal

esponsive biosensing interface, leukemia K562/B.W cell line was
hosen as the paradigm. When incubated with the same concen-
ration of DNR, the DPV peak current of DNR residue in the buffer
ecreased with the increasing concentration of K562/B.W cells. The
eak current was proportional to the concentration of leukemia
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Scheme 1. Scheme for the illustration of electrochemical and contact a

562/B.W cells ranging from 2.0 × 104 to 8.0 × 105 cells mL−1, with
correlation coefficient of 0.99 (as shown in Fig. S4 in Support-

ng Information). The detection limit for cell number was calculated
o be approximate 1000 cells mL−1 (based on the signal of DNR
ith S/N = 3 criterion) and much lower than those of several meth-

ds developed by other researchers, such as 1.0 × 105 cells mL−1 by
mmunomagnetic separation/flow injection systems coupled with

ediated amperometric detection [28], and 1.0 × 104 cells mL−1 by
mmunosensor for detection of Salmonella species on a QCM [29].
his indicates that the presented strategy could provide a simple
nd applicable way for cancer cell quantification with high sensi-
ivity and fine accuracy.

. Conclusions

In summary, we have demonstrated a novel strategy for the
apid identification and high sensitive detection of target cancer
ells by electrochemical and contact angle measurements based on
he functionalized GNPs–GCE. On the basis of these observations,
he approaches described here may be readily adopted as a signif-
cant way to detect and identify various cancer cells and advance
linic diagnosis and monitoring of tumors with the aim of success-
ul chemotherapy of human cancers. This could provide a promising
owerful tool for cancer early diagnosis and thus guide how to treat

t, a challenge faced by the relevant cancer therapy. Further, in vivo
pplications of this new strategy to detect and distinguish different
inds of cancerous cells by using electrochemical and contact angle
etection simultaneously are ongoing in process.
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a b s t r a c t

We designed and prepared a micro biosensing system consisting of a flow through system with a sub-micro
liter injection valve and a sub-micro liter volume bioreactor. An electrochemical detector was combined
with the reactor for immediate detections. The volumes of the reactor and the sample loop for the injection
were 850 nl and 320 nl, respectively. This paper described about the characteristics of the sensing system
in the case of histamine detection for food analysis. Histamine oxidase from KAIT-B-007 was prepared by
using a gene recombination technique and they were immobilized with chitosan beads (� = 70–105 �m).
The detection less than one minute after injection made possible fast analysis for histamine. The biosensing
system also showed a high performance for histamine detection in wide range of 1 �M–1 mM. In addition,

◦

Electrochemical detection we practically measured histamine content in raw tuna stored at room temperature and 35 C up to 96 h.

As a result of the comparison between our sensing system and HPLC method, there was good agreement.
These results show that our microfluidic biosensing system has the potential to assist miniaturization
with small sample volume and short determination time for a sequential food analysis.
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. Introduction

Histamine is one of important primary amines in food analysis.
istamine is a well known factor to cause an allergy-like food poi-

oning [1,2], and is produced in a fish or fish product as a result
f the bacterial decarboxylation of histidine which exists in high
mounts in a lean fish of bluefish species like tuna, herring, mack-
rel, horse mackerel, etc. It is important for fishery industries and
ood-processing companies to manage the freshness of the lean fish,
or an example, a food engineering process for canned tuna. In such
situation, a compact analytical system with easy-to-use and fast

nalysis for sequential measurement is in great demand. Histamine
s usually detected by separation techniques like high performance
iquid chromatography (HPLC) with spectrophotometric or fluoro-
etric detection [3–6]. However, these techniques need a quite long
ime to determine the amount of histamine because of compli-
ate preparations. While, a biosensor immobilized with enzymes
hich were amine oxidase [7,8], histamine oxidase (HOD) [9,10],

∗ Corresponding author. Tel.: +81 46236 1500; fax: +81 46236 1525.
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ethylamine dehydrogenase [11,12] and histamine dehydrogenase
HmDH) [13], is a candidate for sensing method to satisfy these
emands because of their substrate specificity.

HOD from Arthrobacter crystallopoietes KAIT-B-007 was purified
nd well characterized, and it had advantages in thermostabil-
ty and in specificity of substrate [14]. This enzyme catalyzes the
xidation of histamine to imidazole acetaldehyde, ammonia, and
ydrogen peroxide. However, it took long time to purify the enzyme
ith complications from culturing KAIT-B-007, and then we got

mall quantity of the purified enzyme. In this paper, the enzyme
as produced using a gene recombination technique to enhance

he productivity through the process.
Flow injection analysis (FIA) has advantages for continuous

onitoring of many samples and is known as an analytical way
ith highly reproducible and user friendly. In fact, automatically

ystem with FIA is commercially available, however, the system
s still under miniaturization. For downsizing the sensing system
ith sequential measurement, microbeads based enzyme reactor
s proposed as a microfluidic device in this study. The enzyme
eactor was completed by putting the immobilized chitosan beads
nto a microchannel with a step structure to retain the beads. The
evice was fabricated by using a build-up technique, which was
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ell known in printed-wiring assembly (PWA). An electrochemi-
al (EC) detector was combined with the reactor and measured the
urrent on oxidizing hydrogen peroxide generated from the enzyme
eaction. In this paper, we demonstrated that our sensing system
ad the potential to detect histamine in ultralow volume for a food
dministration.

. Experimental

.1. Reagents and chemicals

Pyrex wafers (0.5 mm thick) were purchased from Mitorika
lass Co., Ltd. (Ibaraki, Japan). Pt tablets, Ti grains, Ag grains
nd Cr grains were obtained from Kojundo Chemical Labo-
atory Co., Ltd. (Saitama, Japan). Photosensitive sheets were
btained from Hitachi Chemical Co., Ltd. with the thickness of
5 �m (ME-1025) and the 50 �m (ME-1050). Phosphate buffer
olution (1/15 M, pH 7.0), sodium carbonate, 4-aminoantipyrine
4-AA), Triton X-100, sodium dodecyl sulfate (SDS), histamine
ihydrochloride, peroxidase (POD), laccase, isopropyl-�-d(−)-
hiogalactopyranoside (IPTG), ampicillin, sodium chloride, sodium
ydroxide, phenylisothiocyanate (PITC), ethanol and triethylamine
ere purchased from Wako Pure Chemical Industries, Ltd. (Osaka,

apan). Bacto tryptone and bacto yeast extract were obtained
rom Becton Dickinson (MD, USA). Chitosan beads (Chitopearl
CW25) were purchased from Fujibo (Tokyo, Japan). Glutaralde-
yde solution of 8 wt% was obtained from TAAB (Berkshire, GB).
ALONTM Metal Affinity Resins and pCold I Vector Set were pur-
hased from Takara Bio Inc. (Shiga, Japan). E. coli BL21star(DE3)
train was purchased from Invitrogen Japan K.K. (Tokyo, Japan). N-
thyl-N-(2-hydroxyl-3-sulfopropyl)-3,5-dimethoxyaniline (DAOS)
as purchased from Dojindo Laboratories (Kumamoto, Japan).

.2. Enzyme purification, assay and immobilization

When the histamine oxidase gene was amplified by poly-
erase chain reaction (PCR), chromosomal DNA from Arthrobac-

or crystallopoietes KAIT-B-007 was used as a template. The
ligonucleotides of 5′-GGATCCATGACCCTTCAGACCGCCTC-3′ and
′-AAGCTTGCTCGCTCCTTCGTTTG-3′ were used as primers. After
CR product was cloned into pCold I plasmid vector to yield the
Cold I-HOD vector which produced a histidine-tagged HOD upon
xpression, it was transferred into E. coli BL21star(DE3).

LB medium of 1 l contained bacto tryptone of 10 g, bacto yeast
xtract of 5 g, NaCl of 10 g and NaOH (5N) of 200 ml. After an auto-
lave sterilization, the transformed E. coli BL21star(DE3) cells were
rown at 37 ◦C in the LB medium supplemented with ampicillin
t 5 mg/l. When the absorbance at 600 nm reached 0.6 using a
pectrophotometer (Hitachi, U-2000A), the LB medium was cooled
own and kept at 15 ◦C for 30 min. After IPTG was added at the final
oncentration of 1 mM, the LB medium was incubated for 24 h at
5 ◦C to include the expression of recombinant HOD. The cells were
arvested by centrifugation, and resuspended in sodium phosphate
uffer solution (50 mM, pH 7.0) contained 300 mM NaCl (Buffer A).
he cells were broken by sonication for 5 min. The resulting sus-
ension was centrifuged at 10,000 × g for 5 min at 4 ◦C to obtain a
rude enzyme solution which was loaded onto the TALONTM Metal
ffinity Resins column equilibrated with Buffer A. After washing

he column with Buffer A, the enzyme elution was prepared with

uffer A contained 150 mM imidazole. The amount of protein was
stimated by the absorbance at the wavelength of 280 nm using the
pectrophotometer.

The enzyme assay was performed following to the Ref. [14].
he reaction mixture contained 0.2 ml of 10 mM histamine dihy-

8
o
t
C
(

2009) 1185–1190

rochloride, 0.5 ml of 5 mM DAOS, 0.5 ml of 7.5 mM 4–AA, 0.5 ml of
OD (25 units/ml), and 0.3 ml of ion–exchange water, and was incu-
ated at 37 ◦C for 5 min. The reaction was terminated by addition
f 0.5 ml of SDS solution (5%). The absorbance was measured at the
avelength of 600 nm using the spectrophotometer.

After the purification, recombinant HOD was immobilized with
hitosan beads using a glutaraldehyde cross-linking technique.
iameter of the beads was filtered between 70 and 105 �m. The
eads were fed into a microtube and shaken for 1 h with 2%
ultaraldehyde solution which was prepared by diluting 8% gul-
araldehyde solution with the phosphate buffer solution. After the
eads were rinsed 5 times with 1 ml of ion-exchanged water, they
ere dipped in the enzyme solution of 500 �l (1.4 U/ml) at 4 ◦C for

8 h.

.3. Sample preparation from raw fish

The lean fish from raw tuna was stored at 25 ◦C and 35 ◦C up to
6 h. The sample of 1.5 g on each storage temperature and storage
ime was minced and put into the phosphate buffer solution. After
he sonication was carried out for 5 min, each solution was enlarged
o be 6 ml and filtered. Sample solution added with 1 U laccase was
eft at room temperature for 5 min. After they were kept on hot
ater over 95 ◦C for 5 min, a centrifugal separation was carried out
ith 15,000 rpm for 5 min. Finally, supernatant solutions were used

s sample solutions.

.4. Fabrication of the microfluidic device

A microfluidic device was fabricated by using the build-up tech-
ique commonly used in PWA as described in elsewhere [15]. The
etail of the fabrication process was described previously [16]. A
chematic of the device at the step structure is presented on the
ower side of Fig. 1. The upper Pyrex wafer had an inlet port for the

icrobeads and solutions, and an outlet port for the waste. The bot-
om Pyrex wafer had the EC detector composed of a thin Pt/Ti film as
working electrode (WE, 1 mm long) and a counter electrode (CE,
.5 mm long), and a thin Ag/Cr film as a reference electrode (RE,
.5 mm long). These electrodes were separated from each other by
distance of 0.25 mm. The width of the electrode was the same

s the microchannel width (0.3 mm). All the electrodes were pat-
erned using the photolithography technique. After ME-1050 was
aminated on the bottom wafer as a first layer microchannel, it was
atterned using a mask aligner (Mikasa, MA-20), and development
developer: 1 wt% Na2CO3) was carried out for 5 min followed by
insing with ultra pure water. The microchannel upstream of the
tep was fabricated on the upper wafer in the same manner. In this
ase, photosensitive sheets of ME-1025 and ME-1050 were lam-
nated in sequence to increase the channel depth (75 �m thick).
fter the upper and bottom wafers were aligned and fixed in posi-

ion by lamination, the wafers were adhered together at 160 ◦C for
h. Finally, the microchannel depth upstream and downstream of

he step was 125 and 50 �m, respectively.

.5. System set up and electrochemical detection

A schematic of the histamine detection system using FIA is pre-
ented in Fig. 1. After the immobilized microbeads were introduced
rom the inlet port, a fused silica capillary was connected with each
quipments and devices. As a result, the volume of the reactor was

50 nl when the microbeads were filled the microchannel upstream
f the step, including the inlet port. The phosphate buffer solu-
ion was used as a carrier solution, and a microsyringe pump (CMA
o., Ltd., CMA-102) fed the carrier solution from a microsyringe
1 ml, Hamilton Co.) to the microfluidic device through a 6-port



T. Ito et al. / Talanta 77 (2009) 1185–1190 1187

F ried o
w icated
d

i
d
b
3
t
t
U
c
d
t
r
a

2

s
a
a
g
r
[
(
w

r
a
2

3

3
o

T
w
p
p
a
w
b
e
o

ig. 1. Schematic figure of a flow through sensing system. Sample injection was car
as set to be 320 nl. Close-up and cross-section view of the microfluidic device is ind
epth at upstream and downstream of the step structure, respectively.

njection valve (V-485-DC, Upchurch Scientific). Histamine dihy-
rochloride was dissolved into the phosphate buffer solution to
e 100 nM–5 mM. Sample loop made of Teflon tube was cut to be
20 nl. The dead volume of the injection valve was 35 nl. All of
he capillary and the Teflon tube had outside and inside diame-
er of 360 and 100 �m, respectively, and they were obtained from
pchurch Scientific. After the electrodes of the EC detector were
onnected to a potentiostat (ALS Co., Ltd., ALS 832), amperometric
etection was carried out. The WE potential was set to be 0.6 V vs.
he RE to oxidize hydrogen peroxide produced from the enzyme
eaction. All the measurements were carried out at room temper-
ture.

.6. HPLC detection

HPLC experiments were carried out by using Pico-Tag HPLC
ystem (Waters Co., MA, USA) consisting of 486 tunable
bsorbance detector, 510 HPLC pump, 712 WISP autosampler,
nd Pico-Tag column (150 mm × 3.9 mm i.d.). The chromato-

raphic conditions and the derivatization process have been
eported with a precolumn derivatization method using PITC
17]. After derivatization of samples with a derivative reagent
PITC:water:ethanol:triethylamine = 1:1:7:1), histamine content
as determined with a linear solvent gradient at the flow

m
t
T
p
m

ut electrically by using an injection valve with a dead volume of 35 nl. Sample loop
on the lower side. The microchannel had 300 �m width, 125 �m depth and 50 �m

ate of 1.0 ml/min. The column temperature was kept at 38 ◦C,
nd absorbance detection was carried out at the wavelength of
54 nm.

. Results and discussions

.1. Expression and purification of the recombinant histamine
xidase

The histamine oxidase gene was expressed with C-terminal His-
ag in E. coli using the pCold I expression system and the product
as purified to homogeneity as a soluble protein. To check the
urity of a resultant histamine oxidase, a sodium dodecyl sulfate-
olyaclylamide gel electrophoresis (SDS-PAGE) was carried out for
crude and a final enzyme preparation. SDS-PAGE was performed
ith a 12.5% polyacrylamide gel and the protein was visualized

y Coomassie Brilliant Blue Staining. As a result of SDS-PAGE, the
nzyme showed a single band at the purified enzyme solution with-
ut any subunits as shown in Fig. 2. SDS-PAGE showed a subunit

olecular mass of 81 kDa which was same as that of the his-

amine oxidase from Arthrobacter crystallopoietes KAIT-B-007 [14].
his result indicates that recombinant HOD was obtained by using
Cold I expression system and was purified only one step using the
etal affinity column. On the enzyme assay, one unit of activity was
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Fig. 3. Simultaneous flow-injection analysis of 0.1 mM histamine. The injection vol-
ume and the flow rate were 320 nl and 5 �l/min, respectively.
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ig. 2. SDS-PAGE of the recombinant HOD. SDS-PAGE was performed with a 12.5%
olyacrylamide gel and the protein was visualized by Coomassie Brilliant Blue Stain-

ng. Left, middle and right lane show a standard marker protein, a crude enzyme and
purified enzyme, respectively.

efined as the amount of enzyme which liberated 1 �mol of hydro-
en peroxide per min under the specified conditions. The result of
he purification was summarized in Table 1. The specific activity of
he purified recombinant HOD was 2.8 U/mg-protein. We achieved
igh purification yield over 90%, which was much higher than that
n the purification from strain of KAIT-B-007.

.2. Characteristics of the device for histamine detection

An oxidation current peak which was generated on oxidiz-
ng hydrogen peroxide produced from the enzyme reaction was
bserved in relation to the injection. A typical response on 0.1 mM
istamine at the flow rate of 5 �l/min was presented in Fig. 3.
eight of the current peak and peak area were determined as Ip
nd Q, respectively. Electric charge Q shows the amount of hydro-
en peroxide oxidized on the electrode, and was calculated as an
ntegration of current at the current peak using a software attached
o the potentiostat. With the efficiency of enzyme reaction of 100%,
lectric charge on the condition of 0.1 mM histamine with 320 nl
njection was calculated as 3.09 × 10−6 C. However, electric charge
alculated using data from Fig. 3 was 7.95 × 10−8 C, which was much

maller than the simulated data. Unoptimized condition of enzyme
eaction on our system contributed to the low efficiency, since HOD
rom KAIT-B-007 had the optimum pH of 9 and the optimum tem-
erature of 45 ◦C [14]. The relative standard deviation (R.S.D.) of Q
or 0.1 mM histamine was 1.0% (n = 4), this value is acceptable for

r
t
s
J
o

able 1
urification of histamine oxidase using DNA recombinant technique

ctivity on crude enzyme solution (units) Total activity (units)

9.25 44.86
ig. 4. Dependency of Ip, Q and measuring time against the flow rate which was set
rom 1 to 10 �l/min. Histamine concentration was 0.1 mM. Ip and Q were normal-
zed at 1 �l/min. Opened circles, closed circles and opened squares show Ip, Q and

easuring time, respectively.

ood analysis. The flow rate against Ip, Q, and measuring time were
tudied at the histamine concentration of 0.1 mM. Ip and Q were
ormalized at the flow rate of 1 �l/min. Measuring time was cal-
ulated as “Measuring time = Peak end time − Injection time”. As
hown in Fig. 4, Ip and Q decreased with increasing the flow rate.
he amount of the product from the enzyme reaction increased
ith the reaction time which was equal to the time spent in the

eactor. In fact, the lower flow rate increased the residence–time in

he reactor. These results indicate that lower flow rate might make
ensitivity higher, however, long time determination is required.
udging from the measuring time (within 60 s) and the magnitude
f the responses, we made a calibration curve both on Ip and Q at the

Total protein (mg) Specific activity (units/mg) Yield (%)

16 2.8 91.1



T. Ito et al. / Talanta 77 (2009) 1185–1190 1189

F
b
r
w

fl
p

1
t
b
f
d
d
Q
r
I
h
o
t
t
m
5
a
d
9
d
r
c

3

T
t
w
t
t

T
R

A

1

Fig. 6. (A) The comparison between the FIA system and HPLC method on histamine
detection in raw tuna. (B) Histamine content in tuna samples stored at 25 ◦C and
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ig. 5. Calibration curve using Ip and Q for histamine dissolved in the phosphate
uffer solution at the flow rate of 5 �l/min. Opened and closed circles show Ip and Q,
espectively. The inset showed calibration curve from 0 to 100 �M. The WE potential
as set to be 0.6 V vs. RE.

ow rate of 5 �l/min since it took only 35 s from sample injection to
eak top and 47 s from sample injection to peak end at this flow rate.

Ip and Q were measured with the histamine concentration from
00 nM to 5 mM by four times measurements at each concentra-
ion. The responses of Ip and Q are shown in Fig. 5. The relationship
etween Ip and histamine concentration was linear in the range
rom 1 �M to 1 mM with correlation coefficient of 0.9986. The
etection limit of 3.4 �M (S/N = 3) indicated that the system could
etect 1.09 pmol of histamine. Therefore, the relationship between

and histamine concentration had triple-digit linearity in the
ange from 1 �M to 1 mM with correlation coefficient of 0.9997.
p and Q deviated down ward from the calibration curve at high
istamine concentration, since there was not enough dissolved
xygen. We examined the lifetime of the enzyme reactor at room
emperature by monitoring responses of the device for 0.1 mM his-
amine. Though the flow rate was 0.5 �l/min on intervals of the

onitoring to avoid drying the chitosan beads, it was set to be
�l/min on the measurements. The reactor had the activity level
round 90% to the initial state within 27 h, however the activity level
ecreased gradually to be lower than 40% after the storage time of
8 h. Reusability might be the critical factor for a next generation
evice. By using our device, the microbeads could be removed for
ecycling by adding the negative pressure from the inlet port. This
haracteristic help to supply flesh immobilized microbeads.

.3. Analysis of histamine in fish samples

Our sensing system practically detects histamine in food sample.

he sample solution from raw tuna with storage time for 0 h was
ested for recovery experiments. Standard solution of histamine
as added to the solution. The results were listed in Table 2. In

hese cases, a recovery from 100 to 102% was observed. To compare
he performance of our sensing system with traditional method, we

able 2
ecovery experiments by adding standard solutions of histamine

dded (�M) Found (�M) Recovery (%)

0 13.1 ± 3.5
50 64.6 ± 4.8 102
00 112.9 ± 4.2 100

t
T
fi
X
d
t
d
n
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4
a

5 ◦C up to 96 h. Opened and closed circles show histamine content determined
y using HPLC method at the storage temperature of 25 ◦C and 35 ◦C, respectively.
pened and closed squares show histamine content determined by using the FIA

ystem at the storage temperature of 25 ◦C and 35 ◦C, respectively.

easured histamine content in fish samples by using the FIA system
nd HPLC method. At the higher concentration of histamine, sam-
le solution was diluted ten times thinner by adding the phosphate
uffer solution. Fig. 6(A) shows the correlation on histamine detec-
ion in raw tuna of 1 kg using the FIA system and HPLC method.
here was good agreement between them with correlation coef-
cient of 0.993 (n = 16), and the regression equation was Y = 0.87
+ 1.84. Here, X and Y show the histamine content (mg/kg in fish)
etermined using HPLC method and using the FIA system, respec-
ively. The slope of the regression equation was slightly deviated
own ward from 1.0, since the condition of enzyme reaction was

ot optimized. Fig. 6(B) shows the relationship between the stor-
ge time and histamine content on each detection method. The
istamine content at 25 ◦C increased with the storage time after
8 h drastically. It reached a peak on 56 h, but gradually decreased
t the end of the experiment. On the other hands, the histamine
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ontent at 35 ◦C increased sooner than that at 25 ◦C. These charac-
eristics were observed on both detection methods, and there was
ood agreement between them. Based on the perspective of a food
anitation and quality management of food product, Hazard Analy-
is Critical Control Point (HACCP) is worth noting on a global scale.
ACCP decides defect action level of histamine as 50 ppm and tox-

city level of that as 500 ppm. Our results indicated that histamine
ontent with storage at 25 ◦C over 56 h and storage at 35 ◦C over
8 h transgressed the toxicity level. As a result, our sensing system
ad a potential to determine histamine content in situ.

. Conclusion

Histamine was determined by using the nano-litter volume
eactor integrated with EC detector. HOD was immobilized with
hitosan microbeads and stored in the microchannel as the enzyme
eactor. For continuous measuring, our device was combined with
ow injection system which had the nano-litter volume injec-
or. To increase productivity of enzyme, we succeeded to purify
ecombinant HOD from Arthrocbacter crystallopoietes KAIT-B-007
y using pCold I expression system. Fast analysis could be car-
ied out with high sensitivity and linearity from 1 �M to 1 mM of
istamine dissolved in phosphate buffer solution. In addition, his-
amine detection was carried out on raw tuna. As a result, histamine
ontent determined by using the FIA system showed good agree-

ent with that using HPLC method. These results demonstrated

hat the proposed micro biosensing system is useful with high sen-
itivity of small sample and enzyme volume, and the system has
he potential to provide a miniaturized sensing system with both
imple and disposable for a food evaluation on filed site.
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a b s t r a c t

Nanogold exhibits strong catalytic effect on the slow reaction between glucose and Fehling reagent at 70 ◦C.
The production of Cu2O particles have two stronger resonance scattering (RS) peaks at 390 nm and 505 nm.
The catalytic effect of nanogold-labeled goat anti-human IgG (AuIgG) on the reaction was investigated
with the RS technique. Coupled the immunoreaction and the immunonanogold catalytic reaction and
centrifugal technique, a highly sensitive and selective RS method was developed for the detection of
immunoglobulin G (IgG) as a model. With the concentration of IgG increased, the RS intensity at 505 nm
decreased. The decreased intensity at 505 nm �I505 nm was proportional to IgG concentration in the range
of 0.13–53.3 ng mL−1, with a detection limit of 0.04 ng mL−1 IgG. This new immunonanogold–catalytic
Fehling reagent
Cu2O particle
Glucose
Resonance scattering
I

Cu2O–particle RS bioassay was applied to the determination of IgG in serum sample, with high sensitivity,
good selectivity, and low cost.

© 2008 Elsevier B.V. All rights reserved.
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. Introduction

Nanogold has high electron density, good monodispersion,
ood biocompatibility, high catalytic activity and novel sur-
ace plasmon resonance (SPR) phenomenon, and was applied
o immunology, histology, pathology, cell biology and bioassay.
ince 1971 year, Faulk and Taylor firstly reported that antibody
oated by nanogold was used to immunocyte chemical study
sing electron microscope, the immunonanogold technique as
ourth label developed rapidly [1]. Combining nanogold-labeled
nd immunoreaction and DNA hybridization, some selective and
ensitive bioassays were proposed with optical and electrochemical
etection [2]. In 1983 year, Danscher and Norgaard [3] devel-
ped a gold-silver staining (GSS) technique using silver-developer
o enhance the visibility of nanogold at the optical microscopic

evel, and applied to immunone histochemistry and bioassay. After-
ard, Holgate et al. [4] proposed an immunogold-silver staining

IGSS) technique, using immunonanogold as catalyst that cat-
lyzed the reduction of Ag(I) to Ag on the surface of nanogold.

∗ Corresponding author at: School of Environment and Resource, Guangxi Normal
niversity, Guilin 541004, Guangxi Province, China. Tel.: +86 7735846141;
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ecently, Xu et al. reported an immunonanogold-silver enhance-
ent light scattering technique to assay nucleic acid, with a

etection limit of 10 fmol L−1 [5]. However, the immunonanogold-
ilver enhancement technique has some shortages. For example,
he enhancer is unstable and the Cl− in serum sample interfered
ith the determination [3–5]. To overcome the shortages and

o enhance the detection signal, immunonanogold-gold enhance-
ent technique was proposed [6–8]. Brown and Natan [6] and

rown et al. [7] examined the nanocatalytic mechanism of
anogold–NH2OH–Au3+, and prepared monodispersion nanogold

n big size. Ma and Sui [8] used HAuCl4–NH2OH·HCl enhance-
ent solution to enlarge the immunonanogold fixed on pyroxylin

lm to detect human-IgG by naked eye, with a detection limit
f 10.0 pg mL−1. Willner et al. [9] used immunonanogold-gold
nhancement quartz crystal microbalance sensor to determine
× 10−16 mol L−1 DNA. A glucose optical biosensor was fabri-
ated using immunonanogold-gold enhancement [10]. Nanogold
xhibited catalytic effect on NADH–HAuCl4 particle reaction [11],
nd was utilized to assay NADP with an optical sensor. Because
he immunonanogold-catalytic gold-enhancement reaction car-

ied out at room temperature, the reaction was stopped difficultly,
he operation was not convenience, and precious reagent of
AuCl4 was used. Thus, it was necessary to explore a new

mmunonanogold–catalytic reaction technique with high sensitiv-
ty, good reproducibility, simplicity and low-cost.
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Resonance scattering (RS) spectral technique was sensitive and
imple, and was applied to analysis of trace inorganic ions, nucleic
cids and proteins [12–14]. Some RS assays for protein were based
n the simple interaction between protein and small molecule
uch as dye, their selectivity was not high. Our results [15–17]
howed that coupling RS effect of nanogold and immunoreaction
as used to develop RS immunoassay for proteins, with high sen-

itivity, good selectivity, and simplicity. In addition, the combining
S technique with inorganic catalytic reaction and enzyme catalytic
eaction was applied to analysis of trace inorganic ion and organic
ompound, with satisfactory results [15–18]. Up to date, there is
o report about the immunonanogold–catalytic Cu2O–particle RS
ssay for IgG. In the present work, a simple and highly sensi-
ive immunonanogold–catalytic Cu2O–particle RS bioassay for IgG
as proposed, coupling the nanogold labeled immunoreaction,

mmunonanogold catalytic reaction and RS effect of Cu2O particles.

. Experimental

.1. Apparatus and reagents

A model LS-55 spectrofluorometer (PerkinElmer Company, MA,
SA), model UV1900PC UV–vis spectrophotometer (Yayan Electron
ompany, Shanghai, China), model JSM-6380LV scanning electron
icroscope (Electronic Stock Limited Company, Japan), model H-

00 transmission electron microscope (TEM) (Electronic Stock Co.,
td., Japan), model SK8200LH ultrasonic reactor with 450 W and
9 kHz (Kedao Company, Shanghai, China), model Sigma 3K3D
igh-speed refrigeration centrifuge (Sigma Company, Harz, Ger-
any), and model Nano-ZS90 nano-granularity and Zeta potential
eter (Malvern Company, Worcestershire, England) were used.
A 1.0% HAuCl4 (National Pharmaceutical Group Chemical

eagents Company, Shanghai, China), 1.0% trisodium citrate,
.25 mg mL−1 goat anti-human IgG with a titer of 1:128
Jiemen Biotechnological Company Limited, Shanghai, China),
0.0 mg mL−1 IgG (Jiemen Biotechnological Company Limited,
hanghai, China), 0.1 mol L−1 K2CO3, 10.0% KCl, Fehling solution
ncluding 0.28 mol L−1 CuSO4 and 1.23 mol L−1 potassium sodium
artrate (KNaT) containing 6.25 mol L−1 NaOH, 10 mg mL−1 glu-
ose, pH 6.0–7.8 NaH2PO4–Na2HPO4, 2.0 × 10−3 mol L−1 AgNO3,
.0 × 10−5 mol L−1 K2PtCl6, fresh 0.2% KBH4 solutions were pre-
ared. All reagents were of analytical grade, and water was doubly
istilled.

.2. Preparation of nanogold

Nanogold in size of 15 nm was prepared by trisodium citrate pro-
edure [19]. The preparation of 23.2 nm nanosilver was as follows.
0.30 mL 1.0% trisodium citrate, 1.1 mL 2.0 × 10−3 mol L−1 AgNO3
ere added to a teflon jar. The solutions were mixed well and irra-
iated 4 min at 0.9 MPa by model XT-9900 microwave instrument.
hen the mixture was diluted 10 mL to obtain a 2.2 × 10−4 mol L−1

anosilver. A 7 nm nanoplatinum was prepared as follows [20], into
50 mL beaker containing 5.0 mL 1.0 × 10−5 mol L−1 K2PtCl6 and

0 mL water, a 0.6 mL 0.2% KBH4 and were added under the mag-
etic stirring. Then the mixture was diluted to 20 mL to obtain a
.5 × 10−6 mol L−1 Pt. The mean size of the three nanoparticles was
easured by TEM.

.3. Preparation of the immunonanogold probe
The pH and goat anti-human IgG amount were optimized. The
reparation was as follows. Into 100 mL 58.0 �g mL−1 nanogold
ith pH 6.5 under the magnetic stirring, a 4.0 mL 0.13 mg mL−1 goat

nti-human IgG was added slowly. Ten minutes later, a 1.63 mL 3.0%

a
S
l
C
c

(2009) 1191–1196

EG 20000 as stabilizer was added, continue stirring 30 min. The
oncentration of nanogold-labeled goat anti-human IgG (AuIgG),
alculated as nanogold, was 54.1 �g mL−1.

.4. Procedure

Into a graduated test tube, 0.30 mL pH 7.0 NaH2PO4–Na2HPO4
uffer solutions, 0.60 mL 54.1 �g mL−1 AuIgG, a certain amount of
gG, and 0.80 mL of 300 mg mL−1 PEG-6000 solutions were added,
nd then diluted to 3.0 mL with water, mixed well and incubated
n an ultrasonic reactor for 20 min. The solution was centrifuged at
6,000 rpm for 20 min to remove the immunonanogold complex,
nd the supernatant was taken out for use.

A 30 �L 0.28 mol L−1 CuSO4 solution, 0.15 mL 1.23 mol L−1 KNaT,
0 �L of the supernatant, and 0.20 mL 10 mg mL−1 glucose was
dded successively to a 5 mL graduated test tube, diluted to 3.0 mL,
ixed well and placed them in a bath at 70 ◦C for 7 min. Stop the

eaction by tap-water cooling. A part of the solutions was trans-
erred into a quartz cell. The settings were as follows, volt = 650 V,
xcited slit = emission slit = 7.0 nm, emission filter = 1%T attenua-
or. The RS spectrum of the system was recorded by means of
ynchronous scanning of the excitation wavelength and emis-
ion wavelength (excitation wavelength = emission wavelength).
hen, the RS intensity at 505 nm (I505 nm) was recorded, and the
I505 nm)b of blank solutions without IgG were measured. The

I505 nm = (I505 nm)b − I505 nm was calculated.

. Results and discussion

In the medium of potassium sodium tartrate–NaOH at 70 ◦C,
u(II) was slowly reduced to Cu2O particles by weak reducer glu-
ose. Addition of nanogold, large amounts of Cu2O particles in
ellow were observed. Similar to the catalytic effect of nanogold
n the reduction of Ag(I) to silver particles by hydroquinone, the
anogold exhibited catalytic effect on the reduction of Cu(II) to
u2O particles by glucose. First, nanogold catalyzed the reduction of
u(II) to form small Cu2O nanoparticles, and the nanogold did not
nwrapped by Cu2O molecules in the process. Second, the small
u2O nanoparticles also catalyzed the reduction of Cu(II) to form

arge Cu2O nanoparticles, this is called as autocatalysis. The main
eactions were as follows:

u(II) + glucose = Cu2O particle (slow)

u(II) + glucose + nanogold = nanogold

+ small Cu2O particle (fast)

u(II) + glucose + small Cu2O particle = large Cu2O particle (fast)

u(II) + glucose + nanogold = (Au)core(Cu2O)shell particles (fast)

After goat anti-human IgG coated by nanogold, the immunoac-
ivity did not change. The nanogold labeled immunoreaction can
e also used to RS assay of IgG [21], with a detection limit
f 0.78 ng mL−1. The nanogold labeled immunocomplex can be
emoved by centrifuging, the excess AuIgG in the supernatant
xhibited catalytic effect on the slow Cu2O particle reaction of
ehling reagent–glucose. More Cu2O particles formed in the cat-

lytic system. Thus, the RS intensity at 505 nm enhanced greatly.
imilar to the nanogold catalysis, AuIgG, like a common cata-
yst, catalyze the Cu(II)/Cu(I) reduction in solutions to produce
u2O particles as in Fig. 1. On the other hand, AuIgG, as seed
atalyst, accelerate the Cu(II)/Cu(I) reduction on the surface of
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Fig. 3. Absorption spectra of IgG–AuIgG–glucose–Cu(II) catalytic particle reaction.
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at about 660 nm, the surface plasmon resonance absorption peak
for Fig. 4i and j systems exist still. For the systems of Fig. 4h–j,
its mole ratio of [AuIgG]/[Cu(II)] was about 1/120, 1/60 and 1/30,
that is, Cu(II) concentration was higher than the AuIgG. The results
Fig. 1. Principle of immunonanogold–catalytic Cu2O amplification.

anogold to form (Au)core(Cu2O)shell particles. With addition of
gG, the nanogold labeled immunocomplex increased, the excess
uIgG in the supernatant decreased, and the RS intensity at 505 nm
ecreased. The decreased RS intensity at 505 nm was linear to the

gG concentration. On those grounds, a new RS immunoassay for
gG was proposed.

.1. Electron microscope and laser scattering

Nanogold was characterized by TEM, was in spherical shape
ith average diameter of 15 nm. When the nanogold particles
ere labeled with the antiserum, their original diameter did not

hange. According to the procedure, the immunonanogold catalytic
eaction solutions were spread uniformly into a copper pole that
oated electronic glue. After natural dryness, the scanning electron
icroscope (SEM) was showed in Fig. 2. The Cu2O particles have a

pherical shape in size of 1–7.0 �m. Their laser scattering diameter
istribution showed that the average size was about 2.2 �m.

.2. Absorption spectra
In the presence of 6.13 × 10−2 mol L−1 KNaT–0.37 × 10−3 mol L−1

lucose, Cu(II) exhibited a weak absorption peak at about 650 nm
Fig. 3e). According to the procedure, the blank system without IgG
ppeared a stronger absorption peak at about 650 nm (Fig. 3a), and

ig. 2. SEM of IgG–AuIgG–glucose–Cu(II) catalytic particle reaction.
.13 × 10−2 mol L−1 KNaT–2.76 × 10−3 mol L−1 CuSO4–3.7 × 10−2 mol L−1

lucose–0.29 �g mL−1 AuIgG–26.7 ng mL−1 IgG.

F
C
c
A
A
A
f
7

a) 2.76 × 10 mol L CuSO4–6.13 × 10 mol L KNaT–3.7 × 10 mol L
lucose–0.29 �g mL−1 AuIgG–0.0 ng mL−1 IgG; (b) a–6.67 ng mL−1 IgG;
c) a–26.67 ng mL−1 IgG; (d) a–53.34 ng mL−1 IgG; (e) 2.76 × 10−3 mol L−1

uSO4–6.13 × 10−2 mol L−1 KNaT–3.7 × 10−2 mol L−1 glucose.

he system was in yellow color owing to formation of particles. The
article may be Cu2O and/or Cu [22,23]. We known that glucose
as a weak reducer, and was difficult to reduction of Cu(II) to Cu(0).

n organic chemistry, the product of Fehling reagent–aldehyde was
u2O particle. Thus, the particle was Cu2O in the Cu(II)–glucose cat-
lytic system. Upon addition of IgG, the absorption value decreased
ecause the nanocatalyst of AuIgG in the supernatant decreased,
nd the number of formed Cu2O particles decreased (Fig. 3b–d).

AuIgG–glucose–Cu(II) system without heating (Fig. 4a–d), and
uIgG (Fig. 4e) all have a surface plasmon resonance absorption
eak at 528 nm. When those systems were heated at 70 ◦C for
min, the systems of Fig. 4f–h all exhibited a wide absorption peak
ig. 4. Absorption spectra of AuIgG–glucose–Cu(II) system. (a) 2.76 × 10−3 mol L−1

uSO4–6.13 × 10−2 mol L−1 KNaT–0.90 �g mL−1 AuIgG–3.7 × 10−2 mol L−1 glu-
ose, un-heating; (b) a–1.80 �g mL−1 AuIgG, un-heating; (c) a–4.51 �g mL−1

uIgG, un-heating; (d) a–9.02 �g mL−1 AuIgG, un-heating; (e) 18.03 �g mL−1

uIgG; (f) 2.76 × 10−3 mol L−1 CuSO4–6.13 × 10−2 mol L−1 KNaT–0.90 �g mL−1

uIgG–3.7 × 10−2 mol L−1 glucose, 70 ◦C for 7 min; (g) a–1.80 �g mL−1 AuIgG, 70 ◦C
or 7 min; (h) a–4.51 �g mL−1 AuIgG, 70 ◦C for 7 min; (i) a–9.02 �g mL−1 AuIgG,
0 ◦C for 7 min; (j) a–18.03 �g mL−1 AuIgG, 70 ◦C for 7 min.
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Fig. 5. RS spectra of IgG–AuIgG–glucose–Cu(II) particle reaction. (a)
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.76 × 10−3 mol L−1 CuSO4–6.13 × 10−2 mol L−1 KNaT–3.7 × 10−2 mol L−1

lucose–0.29 �g mL−1 AuIgG–0.0 ng mL−1 IgG; (b) a–6.67 ng mL−1 IgG;
c) a–26.7 ng mL−1 IgG; (d) a–53.3 ng mL−1 IgG; (e) 2.76 × 10−3 mol L−1

uSO4–6.13 × 10−2 mol L−1 KNaT–3.7 × 10−2 mol L−1 glucose.

ndicated that there are AuIgG particles in the systems of Fig. 4h–j
fter reaction. That is to say, AuIgG particles also catalyzed the
eduction of Cu(II) to form Cu2O particle in body phase solutions.

.3. Resonance scattering spectra

Light scattering is a commonly optical phenomenon, and is the
nteraction between the incident photon and the interface elec-
ron on the particle such as nanoparticle and supermolecule, etc. It
as known that there are some electrons on the nanoparticle sur-

ace, in which electrons located in the ground state or excited state.
he energy between the ground state and the excitation state was
alled as excited energy. If changing the incident photon energy by
canning the excited wavelength in the visible region, the incident
hoton energy is same or close at the excited energy of surface
lectrons, in which the incident photon resonate with the elec-
ron, that cause the scattering signal enhanced greatly. This optical
henomenon was called as resonance scattering (RS) effect or res-
nance light scattering (RLS) effect. This synchronous scattering
pectrum, including RS effect, was called as RS spectrum. In our RS
tudy of metal, nonmetal and semiconductor nanoparticles, color
articles in liquid commonly exhibited RS effect and RS peak.

The RS spectra of the IgG–AuIgG–glucose–Cu(II) nanocatalytic
eaction system was showed in Fig. 5. There are three stronger syn-
hronous scanning scattering peaks at 390 nm, 450 nm and 505 nm.
he synchronous scattering spectra of inorganic nanometal in liq-

id phase indicated that lamp, free molecular absorption and RS
ffect of nanoparticles are three factors that cause synchronous
cattering peak. The strongest emission of the apparatus located
t 450 nm that produce a synchronous scattering peak at 450 nm.
he free Cu(II) ion absorption can be neglected in the visible region.

0
0
w
5
0

able 1
elationship between nanocatalyst concentration and �IRS

atalyst Size (nm) Linear range (ng mL−1)

u 5 0.19–3.86
u 10 0.32–6.44
u 15 0.64–9.66
uIgG 15 0.64–8.50
g 23 3.24–54.0
t 7 1.29–13.1
ig. 6. Effect of AuIgG concentration. 2.76 × 10−3 mol L−1 CuSO4–6.13 × 10−2 mol L−1

NaT–3.7 × 10−2 mol L−1 glucose–29.8 ng mL−1 IgG.

urthermore, if there is no (Au)core(Cu2O)shell particle the peak at
90 nm and 505 nm disappeared. Thus, the peak at 390 nm and
05 nm were caused by their RS effect, and was called as RS peak. A
avelength of 505 nm was selected for use, because the selectivity
as better.

.4. Catalytic effect of nanoparticles on the glucose–Cu(II)
eaction

Nanocatalysis has undergone an explosive growth during the
ast decade [24]. Catalytic effect of metal nanoparticles was related
o its properties, size and shape, etc. Table 1 showed that nanogold,
anosilver and nanoplatinum particles all exhibited catalytic effect
n the glucose–Cu(II) particle reaction. With the addition of
anoparticles, the RS intensity at 505 nm enhanced. The enhanced
S intensity (�IRS) was linear to the nanocatalyst concentration.
ompared with 15 nm nanogold and AuIgG, the catalytic effect
f AuIgG was weaker, owing to the nanogold surface coated by
he antibody tightly. Nanogold had good biocompatibility, and the
reparation of 15 nm nanogold was convenience. Thus, the 15 nm
anogold was used in the following study.

.5. Effect of nanogold labeled immunoreaction conditions

Effect of pH 6.0–7.8 NaH2PO4–Na2HPO4 buffer solution, AuIgG
nd PEG-6000 concentration, ultrasonic irradiation time on
he �I505 nm was examined, respectively. Fig. 6 indicated that
he �I505 nm increased when AuIgG concentration was up to

.17 �g mL−1. When the concentration was in the range of
.17–0.67 �g mL−1 AuIgG, the �I505 nm was bigger and changed
eakly. Thus, 0.27 �g mL−1 AuIgG, that is, adding 0.60 mL
4.1 �g mL−1 AuIgG, was chosen for use. Results showed that
.30 mL pH 7.0 NaH2PO4–Na2HPO4, 0.80 mL 30% PEG-6000, and

Regress equation Related coefficient DL (ng mL−1)

�IRS = 12.0c + 5.27 0.9940 0.06
�IRS = 5.77c + 4.11 0.9968 0.12
�IRS = 6.49c + 13.8 0.9875 0.27
�IRS = 5.55c + 4.90 0.9999 0.28
�IRS = 1.00c + 9.96 0.9877 1.74
�IRS = 4.51c + 8.99 0.9886 0.51
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Twenty samples of healthy people sera were obtained from the
Attached Hospital of Guilin Medical Institute. After dilution of 150-
fold, a 30.0 �L of the diluted sample was assayed according to the
procedure. The mean value by this assay was 11.98 mg mL−1 IgG.
The results obtained by this RS assays were consistent with the
ig. 7. Effect of glucose concentration. 2.76 × 10−3 mol L−1

uSO4–6.13 × 10−2 mol L−1 KNaT–0.29 �g mL−1 AuIgG–29.8 ng mL−1 IgG.

ltrasonic irradiation for 20 min, gives biggest �I505 nm value, and
as selected for use.

.6. Selection of the immunonanogold–glucose–Cu(II) reaction
onditions

Effect of centrifugal speed and time on the �I505 nm was exam-
ned, respectively. When centrifugal speed was in the range of
000–16,000 rpm, the �I505 nm increased. When it was higher
han 16,000 rpm, the �I505 nm decreased. The �I505 nm increased
hen centrifugal time was within 30 min. Prolonged the time, the
I505 nm decreased. Thus, 16,000 rpm for 30 min was chosen. In

asic medium, KNaT was a good complex for Cu(II) to avoid for-
ation of Cu(OH)2 precipitation to hold active concentration of

opper ions [25]. Effect of KNaT concentration on the �I505 nm was
onsidered. A 6.13 × 10−2 mol L −1 KNaT, giving biggest �I505 nm

alue, was chosen for use. Effect of CuSO4 and glucose concentra-
ion on �I505 nm was examined, respectively. Results showed that
hen CuSO4 concentration was 2.76 × 10−3 mol L−1, the �I505 nm

as biggest, and was chosen for use. Glucose was a weak reducer
nd a good stable reagent for Cu2O particles, and can be used
o control reaction rate to obtain good dispersion AucoreCu2Oshell
articles [26]. As in Fig. 7, when the glucose concentration was
.7 × 10−2 mol L−1, the �I505 nm was biggest, and was chosen for
se. Effect of reaction temperature in the range of 30–100 ◦C on
he �I505 nm was considered. Owing to the nanocatalytic reaction
f nanogold–glucose–Cu(II) being endothermic reaction [27,28],
he reaction do not take place at 30–50 ◦C, the �I505 nm was very
mall. When the temperature was higher than 50 ◦C, the �I505 nm

ncreased greatly (Fig. 8). When the temperature was higher than
0 ◦C, the uncatalytic reaction rate of Cu(II)–glucose increased also,
he �I505 nm decreased quickly. To obtain high sensitivity and low
lank value, a reaction temperature of 70 ◦C was chosen for use.
he �I505 nm value increased linearly with reaction time within
min at 70 ◦C. After 6 min, the �I505 nm was biggest and stable. A

eaction time of 7 min was selected. After stopping the catalytic
eaction by tap-water cooling, the influence of the measurement
ime on �I505 nm was examined. The �I505 nm was stable within
0 min, longer than 30 min the �I505 nm decrease slowly. If the

olution was mixed again, the �I505 nm remains original value.
ccording to this operations, the �I505 nm remains within 2 h. The
eason was that the O atoms in the Cu2O particle can interact with
ater-soluble glucose molecule by H-bond and molecular interac-

ion forces that protected and suspended the bigger Cu2O particle
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n the basic medium. Effect of supernatant volume on the �I505 nm

as considered. When the supernatant volume (V) within 80 �L
ncreased, the �I505 nm value increased linearly. Its regress equation
as �I505 nm = 1.03V + 9.88, with a relative coefficient of 0.9886. An
0 �L supernatant was selected.

.7. Linear range

According to the procedure, the �I505 nm for different con-
entration of IgG was recorded. The �I505 nm was proportional
o IgG concentrations cIgG in the range of 0.13–53.3 ng mL−1. The
egression equation was �I505 nm = 1.43cIgG + 8.36, with a correla-
ion coefficient of 0.9904. A detection limit of 0.04 ng mL−1 IgG was
alculated from the mean plus 3 standard deviation of a blank value
n = 10). Compared with IgG assays reported [21,29–34], including
hemiluminescent, anodic stripping voltammetry, resonance scat-
ering, surface-enhanced Roman scattering and ICP-MS assay, this
S assay for IgG had very high sensitivity.

.8. Influence of foreign ions

According to the procedure, the influence of foreign ions on
he determination of 26.7 ng mL−1 IgG was examined, with a rel-
tive error of ±5%. Results showed that 40,000 ng mL−1 urea,
0,700 ng mL−1 EDTA, 5300 ng mL−1 l-serine, l-leucine, l-arginine,
ysine, l-histidine, l-tryptophan, l-phenylalanine, and glutamic
cid, 2670 ng mL−1 l-cystine, 1300 ng mL−1 l-aspartate, and l-
yrosine, 3000 ng mL−1 l-proline, and dl-threonine, 2700 ng mL−1

n2+, Ca2+, and Fe3+, 1000 ng mL−1 HSA, human chorionic
onadotrophin, and IgA, 800 ng mL−1 BSA, and prealbumin,
00 ng mL−1 IgM, and ceruloplosmin do not interfere with the
ssay. This indicated that this assay has good selectivity.

.9. Analysis of samples
ig. 8. Effect of reaction temperature. 2.76 × 10−3 mol L−1

uSO4–6.13 × 10−2 mol L−1 KNaT–3.7 × 10−2 mol L−1 glucose–0.29 �g mL−1

uIgG–29.8 ng mL−1 IgG.
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mmunoturbidimetry. The linear regression analysis of both assay
esults revealed a correlation coefficient, slope, and intercept of
.9961, 1.002, and 0.15 mg mL−1, respectively.

. Conclusion

Catalytic effect of nanogold labeled goat anti-human IgG probe
n Fehling reagent–glucose particle reaction was studied by reso-
ance scattering spectral technique. A novel and highly sensitive

mmunonanogold–catalytic Cu2O–particle RS bioassay was devel-
ped for IgG, combing the immunoreaction, nanocatalytic reaction,
entrifugal technique and RS detection technique. Comparing with
he silver, gold and copper particle reaction techniques reported,
he Cu2O particle reaction technique has high sensitivity and selec-
ivity, simplicity and low cost.
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a b s t r a c t

A microwave-assisted persulfate oxidation method followed by ion chromatographic determination of
nitrate was developed for total nitrogen determination in atmospheric wet and dry deposition samples.
Various operating parameters such as oxidation reagent concentrations, microwave power, and extraction
time were optimized to maximize the conversion of total nitrogen to nitrate for subsequent chemical
analysis. Under optimized conditions, 0.012 M K2S2O8 and 0.024 M NaOH were found to be necessary for
complete digestion of wet and dry deposition samples at 400 W for 7 min using microwave. The optimized
extraction method was then validated by testing different forms of organic nitrogen loaded to pre-baked
filter substrates and NIST SRM 1648 (urban particulate matter), and satisfactory results were obtained.
In the case of wet deposition samples, standard addition experiments were performed. The suitability of
the method for real-world application was assessed by analyzing a number of wet and dry deposition
samples collected in Singapore during the period of March–April 2007. The organic nitrogen content was
15% (wet) and 30% (dry) of the total nitrogen. During the study period, the estimated wet fluxes for nitrate
(NO3

−), ammonium (NH4
+), organic nitrogen (ON), and total nitrogen (TN) were 16.1 ± 6.5 kg ha−1 year−1,
11.5 ± 5.7 kg ha−1 year−1, 3.8 ± 1.5 kg ha−1 year−1and 31.5 ± 13.2 kg ha−1 year−1, respectively, while
the dry fluxes were 2.5 ± 0.8 kg ha−1 year−1, 1.4 ± 0.9 kg ha−1 year−1, 2.3 ± 1.4 kg ha−1 year−1 and
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7.5 ± 2.6 kg ha−1 year−1, re

. Introduction

In recent years, atmospheric nitrogen deposition onto surface
ater has received considerable attention, particularly in the con-

ext of eutrophication of aquatic systems. Global industrialization
nd increased vehicular emissions are the major contributors to
he cultural modification of atmospheric nitrogen cycle [1–3]. Until
ow, most of atmospheric research pertaining to nitrogen budgets
as focused mainly on inorganic nitrogen in terms of identifying its
ources and understanding its deposition patterns [4–6]. However,
he environmental implications of atmospheric organic nitrogen
re relatively less well understood [5,7–9]. An improved qualitative
nd quantitative understanding of organic nitrogen component is
eeded to complement the well-established knowledge-base per-

aining to nitrate and ammonium deposition.

Although organic nitrogen is ubiquitous, it is still a poorly char-
cterized component of atmospheric deposition of nutrients [8].
his lack of database is mainly because no single analytical tech-
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ively.
© 2008 Elsevier B.V. All rights reserved.

ique can analyze the entire range of organic forms of nitrogen
resent. The limited results available to-date in the literature indi-
ate that the organic nitrogen (ON) can be ∼10–40% of total nitrogen
epending on their sources and locations. Aliphatic amines, free
mino acids, total hydrolysable amino acids, urea, and aromatic
itrogen are the various compounds reported to be present in wet
nd bulk deposition samples. Amorphous largely uncharacterized
acromolecules like humic materials also contribute significantly

o DON (dissolved organic nitrogen). Nevertheless, the current
ractice is to only measure bulk DON through difference between
he total nitrogen and inorganic nitrogen [5].

Total nitrogen determination involves releasing the nitrogen
rom organic molecules by chemical oxidation to NO3

−; ther-
al/catalytic oxidation to NO; kjeldahl conversion; or by photolysis

7,10–12]. Though new techniques such as high-temperature cat-
lytic oxidation (HTCO) have facilitated the determination of
rganic nitrogen, older techniques (kjeldahl method, or persulfate

xidation) are still being used [5]. Kjeldahl method is the oldest of
he methods, and is still widely used. However, the nitrogen present
n forms other than amines, or amides is not sufficiently con-
erted to ammonium. Furthermore, the method requires a tedious
igestion procedure using concentrated sulfuric acid, followed by
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istillation of ammonia under alkaline medium. An alternative
ethod for the determination of organic nitrogen is the alkaline

ersulfate digestion technique which promotes efficient hydrol-
sis and oxidation of most nitrogenous compounds resulting in
itrate ions. The final step requires the analysis of nitrate either
y ion-chromatography (IC), or a colorimetric technique.

Persulfate oxidation is carried out either in an autoclave, or in a
ressure cooker with the digestion time being generally in the range
f 30–60 min [5,10]. On the other hand, microwave digestion is a
ell known technique for rapid sample preparation for inorganic

nd organic compounds in environmental samples. This advantage
f this digestion is that unlike conventional extraction methods
hat are subject to the boiling temperature of extraction solvents
t atmospheric pressure, the microwave energy heats samples and
olvents in a closed pressurized extraction vessel. As a result, the
xtraction of samples can be completed in minutes as opposed to
ours necessary when traditional methods are used. Our laboratory
as reported a series of microwave-assisted sample preparation

or the analysis of major ions, organic acids, trace elements, and
AHs [13–16] in airborne particulate matter, and demonstrated
heir real-world applications with extensive field studies from dif-
erent sources [17–19]. For total nitrogen digestion, only very few
esearchers have explored the use of microwave-assisted digestion
n waste waters, sediments, etc. [20–25]. The quantity as well as
he ratio of persulfate to sodium hydroxide used in the digestion
s critically important in order to avoid the formation of chlorate
from chloride content) and high sulfate concentration (from per-
ulfate) because of their potential interference in the IC analysis of
itrogen compounds. Furthermore, the microwave extraction can
e effective even at low temperatures by using closed vessel sys-
em. To the best of our knowledge, the potential application of this
ample preparation method has not been systematically evaluated
or atmospheric wet and dry deposition samples yet.

In the present study, we propose a rapid microwave-assisted
ersulfate oxidation method followed by ion chromatographic
nalysis for determination of total nitrogen in wet and dry deposi-
ion samples. This study was carried out with two main objectives:
1) to optimize the oxidation reagent concentrations and the

icrowave operating parameters for rapid and efficient oxidation
f nitrogen to nitrate and (2) to use the optimized method to
easure the total nitrogen content in atmospheric wet and dry

eposition samples collected in Singapore to estimate the washout
atio of nitrogen compounds including organic nitrogen. The results
btained are discussed in this paper.

. Experimental

.1. Reagents and standards

For preparation of reagents and standards, ultrapure water
MilliQ® Gradient A 10 System, Millipore, USA) was used. All
eagents were of analytical grade. Anionic standards of chloride,
itrite, nitrate, and sulfate and that of ammonium were procured

rom AccuStandard, USA. Sodium hydroxide, potassium persulfate,
DTA, glycine, and urea were obtained from Merck, Germany.

SRM 1648 (Urban Particulate Matter), obtained from National
nstitute of Standards and Technology (NIST, Gaithersburg, MD,
SA), was used for validation of the microwave-assisted extraction
ethod. This standard consists of natural atmospheric particulate
atter collected at an urban location, and is certified for its major,

inor, and traces inorganic constituents.

.1.1. Organic nitrogen standard
Nitrogen standards were prepared from ethylenediaminete-

raacetic acid (ETDA), urea, and glycine by dissolving appropriate

w
W
t
o
e

a 77 (2009) 979–984

mounts in ultra pure water so as to have a stock solution of
000 mg-N l−1. EDTA-based standard nitrogen solution was used
or optimization experiments. The other two reagents were used to
heck the robustness of the optimized procedure.

.2. Microwave digestion system

A closed vessel microwave digestion system (MLS-1200 mega,
ilestone, Italy) was used in this study. It consists of a compact

erminal touch-screen display with operator selectable 0–800 W
utput, temperature control up to 300 ◦C, five-layer PTFE coated
icrowave cavity, HPR/1000/10S Rotor, and 100-mL Teflon vessels

10 vessels). The Teflon vessels were cleaned with 2% hydrochloric
cid and washed with deionized water at least three times before
se.

.3. Procedure for microwave oxidation

Rainwater samples (20 ml) after removal of suspended par-
iculate matter through filtration were transferred to digestion
essels. Four millilitres of the oxidizing reagent was then added
or digestion at recommended conditions in the microwave. After
ooling, the digest was diluted to 10 times and filtered through
.45 mm PTFE syringe filters and then analyzed by ion chromatog-
aphy for nitrate content. The diluted digests were kept in a
efrigerator at 4 ◦C until analysis which was carried out as soon
s possible, certainly within 1 week. Optimization experiments
nvolving oxidation reagents and microwave operating parame-
ers were carried out using spiked standards. Pre-baked quartz
lter strips (2 cm × 2 cm) were spiked with 200 �l of 1000 mg l−1

rganic nitrogen standard and air-dried for 30 min. Initially, the
mounts of sodium hydroxide and persulfate required for com-
lete oxidation of organic nitrogen were determined. After fixing
eagent concentrations, the microwave power and the extraction
ime were varied and optimized. For SRM, an accurately weighted
mount (10–15 mg) of NIST SRM 1648 was transferred to the diges-
ion vessel followed by addition of 25 ml of ultra pure water.
igestion and chemical analysis were carried out as described
bove.

.4. Instrumentation

The diluted digests were analyzed for nitrate concentration
y ion chromatography (IC) within a week after digestion. A
ompact Dionex IC system (Model ICS-2000, Dionex Corporation,
SA) was used for the analysis. It consists of an eluent Genera-

or (EG with CR-TC), isocratic pump, conductivity detector, anion
elf-regenerating suppressor (ASRS Ultra II-4 mm), Rheodyne six-
ort injection valve with 25 �l injection loop, and AS-40 auto
ampler. An AS-11-HC (4 mm) analytical column in conjunction
ith an AG-11-HC guard column was used for nitrate determina-

ion. The peaks corresponding to different analytes in individual
tandards were identified according to their retention times. The
hole IC operation including calibration and sample analysis was

arried out using ChromeleonTM software. The ammonium ion
ontent was also analyzed in order account for dissolved inor-
anic nitrogen. For this determination, the cation ion-exchange
olumn, CS-12 (4 mm), was used with 11.0 mM H2SO4 as the elu-
nt.

The choice of analytical column was important since the nitrate

as to be determined in the presence of large amount of sulfate.
e have employed a high capacity anionic column, AS-11-HC, for

his work. The eluent strength and its flow rate were varied and
ptimized in order to obtain better baseline resolution. The elu-
nt strength of 20 mM at a flow rate of 0.8 ml min−1 was used for
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he determination of nitrate from digests. A four-point calibration
0.2, 0.5, 1.0 and 2 mg l−1 NO3

−) in the presence of equal amounts
f sulfate and chloride was performed initially. Then a second set of
alibration standards was prepared containing 200 mg l−1 of sulfate
n all standards. The slope and the regression coefficient of both cal-
brations were 0.1318 (r2 = 0.95) and 0.1288 (r2 = 0.93), respectively,
ndicating the nitrate determination is satisfactory even in the pres-
nce of a significantly higher amount of sulfate concentration. The
epeatability and reproducibility of the IC method were assessed by
njecting 0.5 mg l−1 nitrate standard and estimated to be 3.2% and
.9%, respectively.

.5. Sample collection

Wet deposition: wet deposition samples were collected for a
eriod of 45 days at the NUS atmospheric research station using
home-made wet only sampler, based on the design proposed

y Mirlean et al. [26]. Rainwater samples were transferred from
he sampler to pre-cleaned HDPE bottles after the rain event and
mmediately filtered using 0.45 �m nylon membrane filters and
efrigerated at 4 ◦C until analysis.

For dry deposition samples, a mini-volume air sampler was
perated at 5 l min−1 to collect total suspended particulate matter
n ambient air. Air samples were also collected at the same sam-
ling location, but mainly during dry weather conditions. A detailed
escription of the dry deposition sampler can be found elsewhere
17–19]. After collection, the filters were stored in a dry box at 40%
elative humidity for 1 day prior to and after sample collection to
eigh the amount of particles collected. The particulate filters were

tored in a refrigerator at 4 ◦C until extraction.
Dry and wet deposition samples were first analyzed for dis-

olved and water-soluble inorganic nitrogen (NO3
− and NH4

+). Wet
eposition samples were directly analyzed by ion-chromatography
or NO3

− and NH4
+ whereas dry deposition samples were ana-

yzed after ultrasonic extraction. Half of the dry deposition sample
ollected onto the filter was extracted with 15 ml of DI water
or 30 min in an ultrasonicator. The extract was filtered through
.45 �m nylon membrane syringe filters and analyzed by ion-
hromatography for NO3

− and NH4
+. The remaining half of the

lter sample was processed with 16 ml of DI water and 4 ml
f persulfate oxidizing reagent following microwave digestion
s described above. The digests were filtered through 0.45 �m
ylon membrane syringe filters and refrigerated at 4 ◦C until
nalysis.

. Results and discussion

.1. Optimization of microwave-assisted persulfate oxidation

Persulfate oxidation can lead to different reactions in the pres-
nce of different ratios of sodium hydroxide as detailed below:

2O8
2− + 2OH− → 2SO4

2− + 1
2

O2 + H2O (1)

2O8
2− + H2O → 2SO4

2− + 1
2

O2 + 2H+ (2)

S2O8
2− + Cl− + 6OH− → 6SO4

2− + ClO3
− + 3H2O (3)

A high amount of chlororate can interfere with NO3
− separa-

ion in the IC analysis. Though the chloride oxidation is favored

n the presence of hydroxide, Halstead et al. [27] reported that
n initial ratio of perfulate to sodium hydroxide was important
o control the chlorate formation rather than the absolute con-
entrations of either reagent. On the other hand, less amount of
ersulfate should be added in order to minimize the concentration

f
c
p
c
d

Fig. 1. Effect of oxidizing reagents (sodium hydroxide and potassium persulfate).

f the post-oxidation product, i.e. sulfate if the IC analysis of nitro-
en compounds is preferred. Therefore, it was important to choose
n optimum quantity of persulfate and sodium hydroxide so as to
aximize nitrogen oxidation to nitrate and minimize the chlorate

ormation.
Pre-baked filter strips spiked with EDTA nitrogen standard were

sed for optimization studies. The optimum concentrations were
hosen based on the recovery of nitrogen. Fig. 1 shows the effect of
ersulfate and sodium hydroxide concentrations on the extent of
xidation of EDTA based organic nitrogen using microwave diges-
ion. As can be seen from this figure, even a slight increase in
aOH and K2S2O8 favors nitrogen oxidation. Three millilitres of
.2 M NaOH was required to complete nitrogen oxidation which
emained constant above 4 ml. Hence, 3.5 ml of NaOH (0.2 M) was
hosen for subsequent studies. Similarly for persulfate, 3–4 ml was
he optimum quantity to be added at which a maximum oxida-
ion took place. A chloride solution (∼40 mg/l) was also added to
he pre-oxidation solution to check chlorate formation and study its
nfluence. When more than 5 ml of persulfate solution was added, a
ignificant reduction (20–30%) in the initial chloride concentration
as observed, but there was no conversion of chloride to chlorate
elow 4 ml level. Therefore, it was decided to use 4.0 ml of mixed
eagents containing K2S2O8 (0.1 M) and NaOH (0.2 M). This ratio
as similar to what was reported by Halstead et al. [27]. How-

ver, the concentration is half of what was used by Halstead et al. It
hould be noted that the ratio and the quantity of the two reagents
re not critically important if the post-oxidation analysis is car-
ied out by colorimetric technique. Maher et al. [25] reported 1:1
K2S2O8–NaOH) instead of 2:1 for total nitrogen and phosphorus in
urbid waters.

Using an optimum quantity of oxidizing reagents, the
icrowave power and extraction time were then optimized. The
icrowave power was initially varied from 100 to 600 W with
constant extraction time of 8 min. As expected, increasing the
icrowave energy favored the nitrogen oxidation, and 400 W was

ufficient for maximum recovery of nitrogen. The temperature of
he sample mixture was around 95 ◦C at 400 W. This is in good
greement with the findings reported by Maher et al. [25] (95 ◦C;
0 min). At a fixed microwave energy of 400 W, the extraction
ime was then studied. It was found that 6–8 min was sufficient
o achieve the maximum conversion of nitrogen compounds to
itrate. Therefore, it was decided to use a microwave energy 400 W
or 7 min to complete persulfate-induced oxidation of nitrogen
ompounds from wet and dry deposition samples. Under the pro-
osed experimental conditions, the extraction method is very rapid
ompared to previous reports [21,25], which required 30–40 min
igestion time (Fig. 2).
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Table 2
Summary of nitrogen compounds concentrations in wet and dry deposition samples

Mean ± S.D Minimum–Maximum LOD

Wet deposition (mg/l)a

NO3
+-N 0.54 ± 0.22 0.25–1.00 0.005

NH4
+-N 0.39 ± 0.19 0.16–0.73 0.008

ON-N 0.10 ± 0.06 0.01–0.20 NAb

TN-N 1.05 ± 0.44 0.53–2.16 0.10

Dry deposition (�g m−3)c

NO3
−-N 0.65 ± 0.21 0.45–1.03 0.01

NH4
+-N 0.73 ± 0.45 0.13–1.34 0.02

ON-N 0.60 ± 0.38 0.13–1.08 NAb

TN-N 1.98 ± 0.70 1.14–3.04 0.28

a

a

c
a
a
i
a
t
i
a
a
c
t
c
c
t
t
t
b
u
a
S
s
s

u

F

w
f
0

F

w
c
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Fig. 2. Effect of microwave conditions (power and digestion time).

.2. Validation of the proposed microwave extraction method

The optimized method was checked for its robustness by testing
ifferent forms of commonly found organic nitrogen (EDTA, urea,
nd glycine) in the atmosphere for a wide range of concentrations.
he recovery, repeatability, and reproducibility were evaluated. The
ummary of those results is presented in Table 1. In all three forms of
itrogen compounds, the recoveries were better than 90% and % CV
coefficient of variance) was less than 10%, indicating the suitabil-
ty of the optimized method. The method was further validated by
rocessing NIST SRM 1648 (urban particulate matter) for its nitro-
en content. Though there was no certified value available for total
itrogen, a reference value was obtained by analyzing the total
itrogen content using elemental analyzer. The total nitrogen in
RM1648 was 2.35 ± 0.16% (n = 6) according to the proposed diges-
ion method which is in close agreement with the value of 2.7 ± 0.2%
s obtained by CHN (elemental) analyzer. The total nitrogen con-
ent of the water-soluble extract was also determined by oxidizing
ater-soluble fraction of N. The nitrogen content was calculated

o be 1.8% which is due to the sum of NO3
− and NH4

+. This result
ndicates that the water-soluble organic nitrogen may be negligibly
mall. In the case of rain water (wet precipitation), standard addi-
ion experiments were conducted with the above three forms of
itrogen (EDTA, urea, and glycine), and the recovery results were
5 ± 5% for the concentration in the range of 1–5 mg l−1. In sum-
ary, it can be said that the proposed digestion method is accurate

nd reliable based on the validation data obtained.

.3. Application of the proposed method

The proposed persulfate oxidation method was employed to
etermine total nitrogen in atmospheric dry deposition and wet
eposition samples collected in Singapore. The inorganic forms
f nitrogen, namely, NO3

− and NH4
+ were also separately deter-
ined in order to estimate the bulk organic nitrogen. The summary
f the results obtained from these determinations is presented in
able 2. There were 13 rain events, accounting for 280 mm of rainfall
uring the study period. The concentrations of different nitrogen

able 1
alidation data on microwave-persulfate oxidation for total nitrogen

arameters EDTA Glycine Urea

ange (mg/l) 1–50 1–50 1–50
ecovery (%) 89.8 92.2 95.4
epeatability (%) (n = 6) 4.7 3.8 5.0
eproducibility (%) (n = 3) 6.2 6.7 5.9

f

d
s
t
f
g
h
d
f
t
g
f

Number of rain events = 12.
b ON was derived from the difference between TN and total amount of NO3

−-N
nd NH4

+-N.
c No of samples = 7.

ompounds were in the order of NO3
− > NH4

+ > ON. The nitrate
ccounted for 50% of the total nitrogen while the ammonium ion
ccounted for 35%. There were few smoke haze episodes occurring
n Singapore during the study period due to uncontrolled forest
nd peat fires in Indonesia. These air pollution episodes affected
he local air quality in Singapore, and contributed to the increase
n total nitrogen content in precipitation samples (1.5–2.2 mg l−1

gainst 0.7 mg l−1). A good correlation was observed between TN
nd NO3

−-N (r2 = 0.834) as well as with NH4
+-N (r2 = 0.811), indi-

ating that these two nitrogen compounds were major contributors
o the increase of total nitrogen. In the case of dry deposition, the
oncentrations of NO3

−, NH4
+, and ON are of the same order each

ontributing ∼30–35% of the total nitrogen. As mentioned above,
he haze episode contributed to the increase in PM (airborne par-
iculate matter) concentration (60 �g m−3 vs. 40 �g m−3). Though
here was an increase in total nitrogen, only ON could showed
etter correlation with TN (r2 = 0.726). This finding suggests that
ncontrolled biomass burning could be an additional source of
tmospheric nitrogen compounds apart from local emissions in
ingapore, which together led to their elevated concentrations
ince there were few smoke haze episodes reported during the
tudy period.

The wet and dry deposition fluxes were calculated for nitrogen
sing the following two equations [28].

wet = 0.01CrainP (4)

here Fwet is the wet deposition flux (kg ha−1 year−1), Crain the rain-
all concentration in mg l−1, P the precipitation amount in m, and
.01 is a unit conversion factor.

dry = CiVd315.0 (5)

here Fdry is the dry deposition flux (kg ha−1 year−1), Ci the con-
entration in �g m−3, Vd the deposition velocity (m s−1), used from
previous report by Poor et al. [28] and 315.0 is a unit conversion

actor.
The mean flux values along with their corresponding standard

eviations are shown in Fig. 3 for NO3
−, NH4

+, ON, and TN. As can be
een from the figure, the wet deposition flux was much higher than
he dry deposition flux. The ratio was very particularly high (6–8)
or NO3

− and NH4
+, indicating higher scavenging of inorganic nitro-

en compounds by rain droplets compared to organic nitrogen. We
ave calculated scavenging ratios for NO3

−, NH4
+, and ON using the
ata obtained from this study. The ratios were 1104, 683, and 221
or NO3

−, NH4
+, and ON, respectively. Calderon et al. [29] reported

hat particle scavenging is responsible for most of inorganic nitro-
en in rainwater and that gas scavenging of NH3 and HNO3 could be
urther considered to NO3

− and NH4
+ scavenging rates to explain
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Table 3
Comparison data on dry and wet deposition flux (kg ha−1 year−1)

Country Wet deposition Dry deposition Reference

NO3
− NH4

+ ON TN NO3
− NH4

+ ON TN

Singapore 13.4 11.5 3.8 31.8 1.6 0.12 1.5 4.98 Present study
Malaysia 9.4 6.2 – – – – – – [30]
Hong Kong 4.0 4.5 – –
Indonesia (Bogor) 12.7 21.3 – –
Japan 7.0 10.0 6.5 24
USA 7.4 2.5 1.4 11.4
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Fig. 3. Atmospheric deposition of nitrogen compounds (wet and dry).

90% ionic concentration. Table 3 provides a comparison of wet
nd dry deposition of nitrogen compounds around the world. As
an be seen, the deposition fluxes in terms of nitrate and ammo-
ium, measured in Singapore are higher than those reported for
alaysia and Indonesia. This is mainly because the flux for Singa-

ore was calculated based on 1 month data while the latter flux
ata were based on yearly average. Higher atmospheric concentra-
ions of nitrate and ammonium during the study period contributed
o higher flux. The mean concentration of nitrate and ammonium
on was higher than those reported from our previous study [35],

hich must be mainly due to contribution from biomass burning
n Sumatra. The flux reported for ammonium and organic nitrogen
n Japan was higher than that from our present study which indi-
ates the agricultural activities act as a major source for these two
pecies. However, the fluxes reported in USA and Hong Kong were
ound to be rather low.

Though the organic nitrogen content is relatively less compared
o inorganic nitrogen, its contribution towards the nitrogen bud-
et cannot be ignored since it adds ∼15% through wet deposition
nd 30% through dry deposition. It is known that dissolved organic
itrogen (DON) is the most abundant organic N form and is poten-
ially mineralized in ecosystems. Also, DON such as urea and amino
cids can be directly taken up by some plants [5]. Consequently, the
ON deposition rate must be one of the important factors control-

ing the N in ecosystems. The current deposition data obtained for
ingapore resulted from 1-month sample collection. To get more
nsights into the atmospheric nitrogen deposition, particularly that
f ON in Singapore, the collection of wet- and dry deposition sam-
les is in progress at a network of three different sampling sites, and
he data will be collected for at least 1 year. These comprehensive
esults will be reported elsewhere.
. Conclusion

This report describes a simple, rapid microwave-assisted
ersulfate oxidation method followed by ion chromatographic

[

[

[

– – – – [31]
– – – – [32]
0.8 12.1 4.5 18 [33]
0.13 0.38 0.1 2.1 [34]

etermination of total nitrogen in wet deposition and dry depo-
ition samples. These analytical data were used to estimate bulk
rganic nitrogen content in atmospheric samples after subtracting
he total inorganic nitrogen (NO3

− + NH4
+) from the total nitrogen.

he robustness and reliability of the proposed analytical method
as demonstrated by thorough validation using different forms of
rganic nitrogen loaded in filter substrates and by using NIST SRM
648 (urban particulate matter). The validated analytical method
as employed for estimating the wet and dry deposition fluxes
f nitrogen compounds in Singapore. The wet deposition flux was
igher (two to five times) than the dry deposition flux. The nitro-
en flux was in the order of NO3

− > NH4
+ > ON for wet deposition

amples. Our study showed that ON nitrogen contributes about 15%
wet) and 30% (dry) of the total nitrogen deposition. A few smoke
aze episodes that took place in Singapore during the study period
ontributed to the elevated nitrogen flux. In summary, the proposed
nalytical method is very useful for analyzing wet and dry depo-
ition samples collected from a network of sites for total nitrogen
hich is necessary for estimating bulk organic nitrogen content.

he resulting database could in turn provide valuable insights
nto understanding the linkage between atmospheric deposition
f nitrogen compounds and surface water quality degradation.
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a b s t r a c t

An hybrid mesoporous material synthesised in our laboratories for solid phase extraction (SPE) in flow
through systems has been used for analytical purposes. The solid was obtained from mesoporous silica
MCM-41 functionalized with 3-aminopropyltriethoxy silane by Sol–Gel methodology. In order to exploit
the large sorption capacity of the material together with the possibility of modeling it for anions retention,
a microcolumn (MC) filled with the solid was inserted in a flow system for preconcentration of Cr(VI) and
its determination at ultratrace levels in natural waters. The analytical methodology involved a reverse
flow injection system (rFI) holding a MC filled with the solid for the analyte extraction. Elution and colori-
metric detection were carried out with 1–5 diphenylcarbazide (DPC) in sulfuric acid. DPC produced the
reduction of Cr(VI) to Cr(III) together with the generation of a cationic red complex between Cr(III) and
1–5 diphenylcarbazone which was easily eluted and detected with a visible spectrophotometer. Moreover,
the filling material got ready for the next sample loading remaining unspoiled for more than 300 cycles.

The effect of several variables on the analytical signal as well as the influence of cationic and anionic
interferences were discussed. Particular attention was given to sulfuric acid interference since it is the
required media for the complex generation.

Under optimal conditions, 99.8% of Cr(VI) recovery was obtained for a preconcentration time of 120 s
(sample and DPC flow rates = 1 mL min−1) and an elution volume of 250 �L. The limit of detection (3 s)
was found to be 0.09 �g L−1 Cr(VI) with a relative standard deviation (n = 10, 3 �g L−1) of 1.8.

Since no Cr(III) was retained by the solid material and Cr(VI) was completely adsorbed, electrother-
mal atomic absorption spectrometry (ET AAS) determinations of Cr(III) were also performed by simply

measuring its concentration at the end of the microcolumn after Cr(VI) retention by the mesoporous solid.

Applications to the determination of Cr(VI) and Cr(III) in natural waters and the validation of the
udied
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methodology were also st

. Introduction

Chromium(VI) is one of the inorganic species of more ecotox-
cological concern due to its already probed carcinogenic and/or

utagenic effects on living organisms [1].
Mostly, total chromium determinations are carried out by opti-

al methods (90%), corresponding to atomic spectrometry (ET AAS,

AAS, ICP) about 65%. The rest involves fluorometry, quimiluminis-
ence and UV–visible spectrophotometry [2].

Flow injection analysis (FIA) is a well-established and versatile
echnique. This versatility allows the easy inclusion of micro-

∗ Corresponding author. Tel.: +54 1145763360; fax: +54 1145763341.
E-mail address: tudino@qi.fcen.uba.ar (M.B. Tudino).

a
r
e
o
t
w
f
p
h

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.08.005
.
© 2008 Elsevier B.V. All rights reserved.

olumns (MC) filled with different solids that make the system able
o the on-line isolation and preconcentration of different analytes.
n this way, solid phase extraction (SPE) is a “classic” in flow sys-
ems and the pursuit of the most suitable filling materials becomes
challenge for the analyst.

During the last 10 years, the analytical applications of the hybrid
esoporous materials have been increased due to the main char-

cteristics of these solids: large surface area, thermal and chemical
esistance, high adsorption capacity, easiness of functionalization,
tc. [3]. However, applications have been devoted to the isolation
f metal ions in “batch” procedures since the contact time between

he solution and the solid usually needs to be high [4–7]. Recent
orks have shown the utility of these hybrid mesoporous materials

or the preconcentration of trace elements employing columns
acked with small amounts of solids. However, all these studies
ave shown the need of multiple and time consuming steps to
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erform the retention, elution and detection of the analytes of
nterest [8,9], enabling in this way the chance for on-line operation.

In this work, we present the employment of the mesoporous
ilica MCM-41 functionalized with 3-aminopropyl groups (APS) for
n-line analytical applications. The hybrid material employed as
lling of a microcolumn held in a reverse flow injection (rFI) sys-
em, was synthesised in our laboratories by the One Pot procedure,
mploying Sol–Gel methodology.

Cr(VI) was retained on the column in anionic form and then,
asily eluted as a cationic red complex with DPC in sulfuric acid.
herefore, the colorimetric reagent (CR) performs two different
asks in only one step: reduces Cr(VI) to Cr(III) allowing its rapid elu-
ion, and complexes Cr(III) developing a red color which is detected
pectrophotometrically. After all, the packaging material gets ready
or a new sample loading.

Optimal conditions of operation will be discussed together with
he influence of cationic and anionic interferences on the analyt-
cal signal. Special attention will be given to the interference of
ulfuric acid since its inclusion in CR is mandatory for the complex
ormation and hence, the color development.

The advantages of this methodology will be presented in terms
f analytical features, including sample throughput, lifetime of the
ackaging material and easiness of operation. Obtained results will
e fully discussed.

Taking advantage of the efficiency of the solid for the complete
orption of Cr(VI) with no interference of Cr(III), the latter was
lso determined by electrothermal atomic absorption spectrom-
try (ET AAS) by simply measuring its concentration at the end of
he column and after retention of Cr(VI) onto the mesoporous solid.

Applications to the determination of Cr(VI) and Cr(III) in differ-
nt kind of natural waters will be shown as well. Validation of the
nalytical methodology will be provided.

. Experimental

.1. Reagents and materials

All the reagents listed below were analytical grade. Doubly
eionized water (DIW, 18 M� cm−1) obtained from a Milli-Q water
ystem (Millipore, Beadford, MA, USA) was used throughout the
xperiments.

Sodium tetraethyl-ortosilicate (TEOS) 98% (M = 208.33,
= 0.934 g mL−1), cetyl-trimethylammonium bromide (CTAB)

M = 364.46) and 3-aminopropyltriethoxysilane (APTES)
M = 221.37, d = 0.942) were obtained from Sigma–Aldrich (St
ouis, MO, USA).

H2SO4 98% (w/w), NaOH (s), HCl 38% (w/w), H3PO4 85.5% (w/w),
–5 diphenylcarbazide (DPC), ethanol 98% (w/w) and acetone p.a.
ere obtained from Merck (KGaA, Darmstadt, Germany).

All standard solutions were prepared by adequate dilution of
tock standard solutions of 1.000 mg L−1 (Merck KGaA).

All operations were performed on a laminar flow clean bench.
algene (Nalge, Rochester, NY, USA) laboratory ware was thor-
ughly cleaned with (1 + 1) nitric acid and rinsed with DIW.

Before preconcentration, Cr(VI) and Cr(III) standard solutions
nd water samples were kept at pH 2 by the addition of a suitable
mount of HCl (c) and made up to volume with 1:4 acetone:water
olution.

For preparing 100 mL of colorimetric reagent, 0.200 g de DPC
ere dissolved in 25 mL of acetone, and sulfuric acid was added in
rder to obtain a final concentration of 0.1 mol L−1 when made up
o volume with DIW.

All solutions were sonicated during 15 min for degassing, pre-
enting in this way the production of bubbles during the FI
easurements.

0
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i
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.2. Apparatus

Manifolds constructed using 0.5 mm id. PFTE tubing (Cole
armer, Chicago, IL, USA) were assembled with zero dead volume
heminert fittings (Valco Instruments, Houston, TX, USA). The col-
rimetric reagent was injected using a VICI six-port rotary valve
Valco). Standards and sample solutions were pumped using an
ight channel Ismatec IPC variable speed precision peristaltic pump
Cole Parmer). Absorbance was monitored using an SPD-10AVvp
V–vis detector equipped with a 4 �L flow cell (Shimadzu, Kyoto,

apan) and interfaced to a personal computer through a data acqui-
ition system.

FAAS determinations of total Chromium were carried out at
58.0 nm by running the standard program of the spectrometer
himadzu AA 6800 (Shimadzu, Kyoto, Japan).

A Shimadzu 6700 Atomic Absorption Spectrometer (Kyoto,
apan) equipped with a graphite furnace accessory GFA 6000 and
n autosampler ASC-6000 was used for the determination of Cr(III)
fter Cr(VI) retention onto the mesoporous solid. Standard pyrolitic
raphite tubes (Shimadzu) were used. The standard program pro-
ided by the manufacturer was run for all the determinations. High
urity argon was employed as internal gas (AGA, Argentina).

.3. Preparation of functionalized mesoporous silica (APS)

The solid APS was prepared according to the methodology
escribed by Fowler et al. [10]. 0.4 g of CTAB were dissolved in
.00 g of NaOH 0.1 mol L−1 and 17.55 g of DIW. In a separate ves-
el, APTES and TEOS were mixed in different proportions giving
aise to four different mixtures: 5% (m/m), 10% (m/m), 15% (m/m)
nd 20% (m/m) APTES/TEOS. Each mixture was treated in the same
ay. First, it was added to the CTAB solution slowly and under

ontinuous agitation. Then, it was agitated during 24 h at 25 ◦C.
he obtained solid was filtrated and washed several times with
IW and ethanol and then, it was dried in a vacuum desiccator
uring 10 h at 100 ◦C. For the surfactant extraction, the solid was
efluxed with HCl 1 mol L−1 in ethanol at 75 ◦C during 24 h. Finally,
t was washed again with ethanol and DIW and dried in the vac-
um desiccator for 10 h at 100 ◦C. Amongst the four obtained solids,
PS 20% (m/m) was selected for analytical purposes (see below). It
as employed to fill a column constructed from an acrylic cylinder

3.0 cm long, 1.5 cm diameter) furnished with 0.25–28 female con-
ectors. The inner part was drilled to obtain a 7.9 �L bed volume
10 mm long, 1.0 mm i.d.). The aspect ratio (length to diameter) was
djusted to keep minimal dispersion in the system together with
ower resistance to the flow stream.

.4. Analytical procedure for Cr(VI) and Cr(III) determinations

Samples and standard solutions containing Cr(VI) in HCl
.01 mol L−1 were passed through the microcolumn filled with
PS and pre-conditioned at pH 2 with HCl, at a volumetric flow
ate of 1 mL min−1 during a preconcentration time (tpc) of 240 s.
hen, the injection valve was commutated and 250 �L (flow
ate = 1 mL min−1, loop length = 50 cm) of the colorimetric reagent
ere injected into the carrier stream. The cationic red complex

ormed between Cr(III) and dyphenylcarbazone [11] was released
rom the microcolumn and measured at 548 nm. Fig. 1 shows the
I system configuration.

Samples and standards solutions containing Cr(III) in HCl

.01 mol L−1 were passed through the MC as described above. ET
AS determinations of Cr(III) were performed off-line by simply
ollecting the solution discarded after preconcentration and before
he CR injection. A sample volume of 100 �L was directly injected
n the graphite furnace and thus, Cr(III) was determined. No matrix
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(10 �g L−1) at different pH values were preconcentrated instead.
Since the capacity of sorption at low pH was extremely high, it
was not easy to measure Cr(VI) in the remaining solution. How-
ever, the same values (pH 2–3) were found as optimal within the
experimental error.
ig. 1. rFI configuration for Cr(VI) determination. Load position: the sample precon
he column and releases the analite giving a transient signal.

odifiers, either in solution or permanent were needed for com-
lete recovery of the analyte.

. Results and discussion

.1. Influence of the percentage of functionalization

APTES and TEOS were employed in a 20% (m/m) proportion.
igher amounts of APTES were not assayed as the obtained solid

s amorphous and looses the main features of the mesoporous one,
rincipally the large surface area. Lower values showed lower sorp-
ion capacity for Cr(VI) at all the pH values assayed (see below).
ince Cr(VI) occurs as chromate or acid chromate at low concentra-
ions, and the capacity of sorption is established by the difference
etween the charge of the analyte and the surface charge of the
olid, a positive surface charge improves retention. This surface
harge is conditioned by the percentage of functionalization (ratio
PTES/TEOS) and the pH value of the solution in contact with the
olid as it will be discussed in Section 3.2.

.2. Influence of pH on the adsorption of Cr(VI) on APS

Once the mesoporous solids with different percentages of func-
ionalization are obtained, it is necessary to optimize its surface
harge by changing the pH of the solutions in contact with them.
o study the influence of pH on Cr(VI) adsorption at percentages
f functionalization ranging between 5% and 20% (m/m), 5 mL of
solution containing 5 mg L−1 Cr(VI) at different pH values were

uspended in 0.05 g of APS (the experiment was repeated for the
ifferent proportions APTES/TEOS), agitated during 24 h and cen-
rifugated at 3000 rpm. 2 mL of the supernatant were taken and the
emaining amount of Cr(VI), and thus the quantity adsorbed by the
olid, was determined by FAAS. The different pH values, ranging
etween 0 and 9 were obtained by the addition of HCl 1 mol L−1

r NaOH 1 mol L−1. Nitric and sulfuric acid were also tested for the
cid range but the first one produces a significant drift in the base-
ine at the moment of the spectrophotometric determination, and
he second is a serious interference for chromium sorption when
oes along with chromium standards and samples. The influence
f sulfuric acid (actually HSO4

− and SO4
2− at pH 2) will be dis-

ussed below as it is the required media for the development of the

omplex between Cr(III) and diphenylcarbazone.

Fig. 2 shows the influence of pH on the retention of Cr(VI) onto
he microcolumn packed with APS 20% (m/m). Results found for
olids containing lower proportions APTES/TEOS are not shown as
oorer sorption capacities were observed at any pH. The maximum

F
o

ates on the column and gives background signal. Inject position: CR goes through

apacity of adsorption of APS 20% is observed for pH values between
and 3, which is in agreement with those reported by Lam et al.

12]. At low concentrations and pH 2–3, Cr(VI) is present as HCrO4
−.

n this range, the surface charge of the solid should be positive as
he amino groups of the filling are protonated and the net surface
harge of the silica should be zero. This fact, favors the electrostatic
nteraction between HCrO4

− and the protonated amino groups on
he surface. At higher pH values, APS develops a negative surface
harge and an electrostatic repulsion between the filling and the
nionic analyte is observed [13]. The sharp decrease of the adsorp-
ion capacity below pH 2 is mainly due to the conversion of HCrO4

−

nto its neutral form H2CrO4.
Even though the adsorption capacity for Cr(VI) onto APS 20% is

lightly higher with HCl 0.001 mol L−1 (pH 3), HCl 0.01 mol L−1 (pH
) was selected due to its higher buffer capacity which makes easier
o keep pH constant between injections, improving reproducibility
t the moment of the determination. Regarding the selectivity for
r(VI) sorption, no significant differences were observed between
oth pH values. At pH 2, the adsorption capacity for Cr(VI) was
.35 mmol g−1 and that for Cr(III) was 0.007 mmol g−1. These values
eveal that APS 20% at pH 2 is highly selective for Cr(VI) reten-
ion allowing its determination with no interference of the cationic
orm.

In order to match these findings with the on-line procedure,
he optimum pH of sorption was also assessed by means of the
I-SPE system. These experiments were performed as described in
ection 2.4 for Cr(III) determination except that Cr(VI) solutions
ig. 2. Effect of pH on the retention of Cr(VI) onto APS 20%. [Cr(VI)]: 5 mg L−1, 5 mL
f solution in 0.05 g of APS.
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Fig. 3. Analytical signal of the Cr(III). 1.5-Diphenylcarbazone complex (at 548 nm)
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decrease of the peak height at the maximum of the transient sig-
nal.

Fig. 5. Percentage of recovery of Cr(VI) for different PCF values. [Cr(VI)]:10 �g L−1;
PCF: 16–200; CR volume: 250 �L; [CR]: 0.2% (w/v) DPC in Acetone 1:4 and 0.1 mol L−1

H2SO4; flow rate of sorption/desorption: 1 mL min−1.

Table 1a
Studies of Cr(VI) recovery with cationic and anionic interferences for 3 �g L−1 Cr(VI)

Interference Concentration (�g L−1) Recovery (%)a

Al(III)
100 97.6 ± 0.2
250 99.3 ± 0.4
500 97.2 ± 0.3

Cu(II)
20 98.5 ± 0.2

200 94.7 ± 0.2

Zn(II)
100 95.3 ± 0.1

1,000 94.0 ± 0.1

Fe(III)
100 98.7 ± 0.2

1,000 102.0 ± 0.1
s. volumetric flow rate for Chromium sorption. Flow rate: 0.5 and 3 mL min−1;
Cr(VI)]: 10 �g L−1 in HCl 0.01 mol L−1 (pH 2): PCF: 16; [CR]: 0.2% (w/v) DPC in
cetone 1:4 and 0.1 mol L−1 H2SO4.

.3. Influence of the volumetric flow rate on the “on-line”
orption and release of Cr(VI)

The volumetric flow rate for sorption of Cr(VI) onto the filling
nd thus, its release by CR was varied between 0.5 and 3 mL min−1.
igher values were not employed as leaks were observed as a
onsequence of compaction of the mesopororus solid and the
evelopment of internal pressures in the system. Lower values were
ot compatible with the proper operation of the peristaltic pump.
xperiments were performed with a solution of 10 �g L−1 Cr(VI)
n HCl 0.01 mol L−1 (pH 2) with a constant preconcentration fac-
or (PCF) equal to 16. PCF was defined as the quotient between the
olume of sample flowing through the column and the volume of
R employed to release the analyte. These volumes were fixed in
mL and 250 �L, respectively. Therefore, for changing the flow rate
eeping constant the volume of Cr(VI) solution retained on APS,
he time of contact between the analyte and the packed solid was
aried between 80 and 480 s.

Fig. 3 shows the influence of the volumetric flow rate on the
pectrophotometric analytical signal obtained for the complex
r(III)/diphenylcarbazone (� = 548 nm) after sorption of Cr(VI) onto
PS and its desorption as cationic red complex.

A volumetric flow rate of 1 mL min−1 was chosen as the most
dvantageous. Lower values produce a low sample throughput.
igher values decrease the time of contact between the filling and

he analyte and thus the chance for retention. Moreover, the time
f contact between the filling and CR is also reduced (the pump
orks at the same flow rate for sortion and desorption and it is
ever stopped). Therefore two combined effects, efficiency of reten-
ion onto APS and efficiency of complex release, are responsible for
ignal decay.

All this operations were carried out in a reverse FI manifold
here the sample takes the place of the carrier solution giving us

he flexibility for changing the time of contact and thus, the effi-
iency of retention of the filling. On the other hand, CR was injected
n the sample stream, obliging to the use of a fast reaction to release
he analyte. These facts will be discussed below under Section 3.5
edicated to the design of the FI system.

.4. Influence of the injected volume of CR on the analytical signal

Fig. 4 shows the influence of the injected volume of CR on
he analytical signal (peak height) of chromium. The concen-

ration of CR was the maximum compatible with the complete
issolution of DPC in the acetone/sulfuric acid media. Lower con-
entrations were not employed as the volume of injection should
e raised with the consequent decrease of PCF. Values ranging

C
M
C

ig. 4. Effect of the injected volume of CR on the analytical signal. [Cr(VI)] 10 �g L ;
CF: 16; flow rate of sorption/desorption: 1 mL min−1; CR volume: 50–1000 �L. [CR]:
.2% (w/v) DPC in Acetone 1:4 and 0.1 mol L−1 H2SO4.

etween 50 and 1000 �L were assayed, keeping the volumetric flow
ate for sorption/desorption equal to 1 mL min−1 and tpc equal to
40 s.

A value of 250 �L was found as optimal for chromium release
nd color development and it was employed for all the experi-
ents throughout this work. Lower values showed a decrease in

he analytical signal probably due to a lack of reagent and/or a
oor interaction between Cr(VI) and CR. Higher values showed the
resence of asymmetric double peaks. This fact can be ascribed
o a deficiency of the analyte in the center of the sample bolus
hich leads to the appearance of humped peaks and thus, to a
a(II) 50,000 77.4 ± 0.3
g(II) 50,000 81.3 ± 0.3

r(III) 100 96.7 ± 0.3

a Errors are expressed according to Massart et al. [17] (numbers of replicates: 3).
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Table 1b
Studies of Cr(VI) recovery with anionic interferences for 3 �g L−1 Cr(VI)

Interference Concentration (mol L−1) Recovery (%)a

Sulfates 10−3 86.4 ± 0.2
Phosphates 10−3 99.2 ± 0.2
Chlorides 0.1 99.3 ± 0.1
N
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itrates 0.1 98.5 ± 0.2

a Errors are expressed according to Massart et al. [17] (numbers of replicates: 3).

.5. The design of the rFI manifold

To improve the analytical performance of the method presented
n this work, it is necessary to look for the quantitative sorption of
r(VI) on the APS filling together with its complete release in the

ower volume of eluant attainable. As it was told under introduc-
ion, the time of contact analyte/mesoporous material needs to be
arge in order to obtain an efficient retention and thus, only “batch”
rocedures are reported in the literature. Therefore, “on-line” oper-
tion requires a FI manifold designed to permit rather large times
or sorption of Cr(VI) even though the sample throughput is dimin-
shed. To accomplish this, we designed a reverse FI manifold where
he sample flows along the carrier channel interacting for a given
ime with the filling. Regarding the complete release of Cr(VI), we
ound DPC in sulfuric acid as a very suitable eluant as it allows
he reduction of Cr(VI) to Cr(III) together with the development
f the colored Cr(III)-diphenylcarbazone complex in a very short
ime with a minimal volume of CR. So, chromium is retained in the
nionic form and it is released as a cation since the filling remains
rotonated all along the measurement. Additionally, elution is easy
s both reactions, electron transfer and complex production, are
ast [14,15]. Another advantage is the lifetime of the filling mate-
ial: since the redox environment is always reductor there is no
lace for degradation of APS and thus, more than 300 cycles are
arried out with no drop of sensitivity.

As told in Section 3.4, keeping the elution volume in 250 �L and
mploying a solution of 10 �g L−1 Cr(VI), a preconcentration time of
40 s at a volumetric flow rate of 1 mL min−1 was found at optimum.

Fig. 5 shows the percentage of recovery of 10 �g L−1 Cr(VI) for
ifferent PCF values. The obtained signals were compared to those
esulting from the direct colorimetric determination of solutions
ontaining Cr(VI) concentrations equal to those expected for a 100%
f recovery.

Fig. 5 shows that at PCF values around 16, a 100% recovery
f Cr(VI) is found. From PFC 80 onwards an important decay is

bserved revealing that all the sites of sorption were already ful-
lled with the analyte.

Another important issue to discuss is the interference of sulfuric
cid as it is a component of CR. Luckily, a 250 �L injection volume

t
a
c
b

able 2
etermination of trace levels of Cr(VI) and Cr(III) in DIW, tap, mineral osmosis and groun

ample Cr(VI) added (�g L−1) Cr(III) added (�g L−1)

IW water
0 0
2 2

smosis water
0 0
2 2

ap water
0 0
2 2

ineral water
0 0
2 2

a Errors are expressed according to Massart et al. [17] (numbers of replicates: 3).
b Referee methodology employed for validation.
ig. 6. Effect of salinity on the analytical signal. [Cr(VI)]: 5 �g L−1; PCF: 16; CR vol-
me: 250 �L; [CR]: 0.2% (w/v) DPC in Acetone 1:4 and 0.1 mol L−1 H2SO4; flow rate
f sorption/desorption: 1 mL min−1.

assing through the column involves just 0.47 s of contact time elu-
nt/filling (bed volume of APS equal to 7.9 �L). This time is large
nough to free the analyte but short enough to impede the retention
f HSO4

−. In this way, there is no chance for this reagent to interfere
r(VI) sorption during the next sample loading. So, this analytical
pproach reinforces the assertion of Hansen and Miró [16] regard-
ng the possibility of executing novel procedures based on kinetic
iscrimination schemes by flow injection. The fortunate chances
iven by the rFI system presented here, meaning a large time of
ontact of the analyte with the filling together with short time of
ontact of the main interference, makes FI (or related techniques)
he unique possibility for carrying out this application.

.6. Determination of Cr(III)

Taking into account that Cr(III) occurs in higher concentrations
han Cr(VI) in natural waters and that ET AAS shows more sensitiv-
ty than UV–visible spectrophotometry, it is easy to perform Cr(III)
etermination by ET AAS without appealing to a preconcentration
rocess. However, it is worthy to mention that this procedure must
e performed just in those cases where a 100% recovery of Cr(VI)

s obtained after SPE. Otherwise, systematic positive errors should
e obtained as it will be discussed below.

.7. Study of anionic and cationic interferences on Cr(VI) sorption

A study of cationic and anionic interferences of usual occur-
ence in natural waters was carried out employing the analytical
ethodology described here (Table 1a). Al(III), Fe(III), Zn(II), Cr(III)
hose of river waters were assayed showing no signal decay. Ca(II)
nd Mg(II) showed 81.3% and 77.4% recovery, respectively, which
an be attributed to the production of a non-charged complex
etween Cr(VI) and Ca or Mg that obliges to work with the addition

dwaters

Cr(VI) found (�g L−1)a

(proposed method)
Cr(III) found
(�g L−1)a (ET AAS)b

Total Cr (�g L−1)a

(ET AAS)b

0 0 0
2.1 ± 0.1 2.1 ± 0.1 4.4 ± 0.2

0.0 ± 0.1 5.8 ± 0.1 5.8 ± 0.2
1.9 ± 0.1 7.9 ± 0.1 9.8 ± 0.2

0.0 ± 0.1 0.8 ± 0.1 0.8 ± 0.2
2.1 ± 0.1 3.1 ± 0.1 5.2 ± 0.2

0.0 ± 0.1 2.2 ± 0.1 2.2 ± 0.2
2.0 ± 0.1 4.4 ± 0.1 6.4 ± 0.2
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Table 3
Comparison of the analytical performance of the proposed method for Cr(IV) determination with that of SI-BI-LOV system using DPC-loaded C18-PS/DVB, open tubular PTFE
knotted reactors and permanent sorbet microcolumns prior to Cr(VI) determination via ET AAS

Parameter This work Column-in-tip-ET AAS [24] KR PTFE-ET AAS [25] SI-BI-LOV-ET AAS [26]

Regression equation (Cr, �g L−1) 1.62[Cr] + 0.03 0.089[Cr] + 0.034 0.37[Cr] + 0.034 0.27[Cr] + 0.002
Correlation coefficient 0.998 0.9992 0.997 0.998
Linear range (�g L−1) 0.09–3 0.4–8 0.01–1.25 0.12–1.5
Sample volume (mL) 4 5 2 2
Loading flow rate (mL min−1) 1 2 5 4.5
Limit of detection (�g L−1, 3 s) 0.09 (n = 10) 0.08 0.016 0.03
R.S.D.% 1.8 3.5 2.4 3.8
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[

nrichment factor 16.0 5.6
ample frequency (h−1) 15 28
ifetime 300 Not r
olumn dimension length (cm) × i.d.(cm) 1 × 0.1 0.5 ×

f standards to the sample. A pre-treatment with a strong com-
lexing agent as EDTA seems not possible due to the acid pH of the
ample. Moreover, the excess of ligand, for sure in the anionic form
nd as sodium salt, should become in an interference even more
evere than Ca and Mg themselves. This will be explained below.

Mineral acids sulfuric, nitric, hydrochloric and phosphoric were
lso tested (Table 1b). Nitric acid promotes a drift of the baseline
t the moment of the measurement but does not produce a sig-
al drop. HCl shows no interference up to 0.01 mol L−1 and it was
he most suitable choice for APS conditioning. H2SO4 interferes for
oncentrations beyond 0.001 mol L−1. No signal decay was noticed
or H3PO4 (or H2PO4

−) up to 0.001 mol L−1. We assume that there
s a different accessibility to the filling pores since the size of the
ydrated ion H2PO4

− is larger than HSO4
− and thus, the tolerance

s greater for the former.
Regarding the salinity of the samples, the effect on the analytical

ignal of 5 �g L−1 Cr(VI) is shown in Fig. 6. It is observed a significant
rop of sensitivity for solutions containing 1000 g L−1 NaCl which
akes the proposed methodology unsuitable for seawater analysis.
oreover, as Cr(III) is detected at the end of the APS column, results

or Cr(III) should be overestimated in those samples where the per-
entage of recovery of Cr(VI) falls below 100%. Conversely, Cr(VI)
an be always measured with accuracy and precision by employing
irect interpolation of the signal in the calibration curve (complete
ecovery) or the standard addition methodology.

.8. Analytical performance and applications

The analytical performance of the system was obtained using the
ptimum conditions described above. Relative standard deviation
R.S.D.%) was 1.8% (n = 10) and it was calculated through succes-
ive adsorption-elution cycles of synthetic samples of 3 �g L−1

r(VI). The recovery of Chromium (PCF = 16) was 99.8% and the
imit of detection (LOD, calculated as three times the standard devi-
tion of the blank signal, n = 10) was found equal to 0.09 �g L−1

f Cr(VI). The calibration curve was linear over the concentration
ange 0.09–3 �g L−1. The sensitivity and the intercept obtained are
.62 ± 0.02 �g L−1 and 0.03 ± 0.5 �g L−1, respectively (95% confi-
ence level). The comparison of sensitivities between the proposed
ethod and the rFI without preconcentration, showed no signifi-

ant differences (95% of confidence level), which demonstrates that
he efficiency of the APS microcolumn is very high.

In order to study the applicability of the proposed system, Cr(VI)
as determined in several natural and spiked water samples due to

he lack of water reference materials certified for Cr(VI) and Cr(III).

esults are summarized in Table 2.

Cr(VI) determinations in osmosis, tap, mineral waters and
roundwater samples can be performed by simple interpolation of
he analytical signal in the calibration graph. By doing this, a 100%
ecovery of Cr(VI) was found for real samples and Cr(III) was easily

[
[
[

[

16.3 12.9
16.7 15

ed Not reported Renewable
125 × 0.05 0.7 × 0.16

etermined at the end of the MC. Standard addition methodology
eeds to be applied in the case the effluent water for Cr(VI) deter-
ination. Cr(III) should be overestimated in these cases and it is

ot a recommendable choice.

. Conclusions

The analytical methodology described here employs for the first
ime an hybrid mesoporous material for the on-line retention of
r(VI) followed by its elution as charged red complex and its simple
pectrophotometric detection by means of a fast one-step proce-
ure. It exploits the unique characteristics of FI, allowing us to
mploy the reproducibility of times of contact between the samples
nd the mesoporous filling to carry out the determination itself and
o avoid serious interferences, specially that produced by sulfuric
cid as part of the CR. The analytical features are improved in com-
arison to those already reported by several authors that employ
PE coupled to FAAS [18,19] or SPE coupled to ICP OES [20,21]. Sim-
lar results to ours were reported by other authors [22–26] who
mployed more sophisticated techniques for detection such as ET
AS or ICP MS (Table 3). However, it is worthy to recognize that we
ave limitations on seawater analysis, circumstance that is over-
ome by Long et al. [26]. With respect to Cr(III) determinations,
hey are only possible for osmosis, tap, mineral and groundwaters.

Regarding the analytical applications of hybrid mesoporous
aterials, they seem quite promising in conjunction with FI sys-

ems that take advantage of kinetic discrimination.

cknowledgments

To UBACyT and CONICET for financial support.

eferences

[1] M. Miro, J.M. Estela, V. Cerdá, Talanta 63 (2004) 201.
[2] V. Gómez, M.P. Callao, Trends Anal. Chem. 25 (10) (2006) 1006.
[3] P.K. Jal, S. Patel, B.K. Mishra, Talanta 62 (2004) 1005.
[4] H. Yoshitake, E. Koiso, H. Horie, H. Yoshimura, Micropor. Mesopor. Mater. 85

(2005) 183.
[5] D. Pérez-Quintanilla, I. del Hierro, M. Fajardo, I. Sierra, Mater. Res. Bull. 42 (2007)

1518.
[6] J. Li, X. Miao, Y. Hao, J. Zhao, X. Sun, L. Wang, J. Colloid Interface Sci. 318 (2008)

309.
[7] G. Wu, Z. Wang, J. Wang, C. He, Anal. Chim. Acta 582 (2007) 304.
[8] J. Fan, C. Wu, Y. Wei, C. Peng, P. Peng, J. Hazards Mater. 145 (2007) 323.
[9] D. Pérez-Quintanilla, A. Sánchez, I. del Hierro, M. Fajardo, I. Sierra, J. Sep. Sci. 30

(10) (2007) 1556.
10] C.E. Fowler, S.L. Burkett, S. Mann, Chem. Commun. 18 (1997) 1769.

11] R.T. Pflaum, L.C. Howick, J. Am. Chem. Soc. 78 (1956) 4862.
12] K.F. Lam, K.L. Yeung, G. McKay, Micropor. Mesopor. Mater. 100 (2007) 191.
13] M. Fritzen, A.J. Souza, T.A.G. Silva, L. Souza, R.A. Nome, H.D. Fiedler, F. Nome, J.

Colloid Interface Sci. 296 (2006) 465.
14] G.A. Crespo, F.J. Andrade, M.B. Tudino, F.A. Iñón, Anal. Chim. Acta 539 (2005)
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a b s t r a c t

This work reports the determination of trace Co(II) by adsorptive stripping voltammetry on disposable
three-electrode cells with on-chip metal-film electrodes. The heart of the sensors was a bismuth-film
electrode (BiFE) with Ag and Pt planar strips serving as the reference and counter electrodes, respectively.
Metals were deposited on a silicon chip by sputtering while the areas of the electrodes were patterned via
a metal mask. Co(II) was determined by square wave adsorptive stripping voltammetry (SWAdSV) after
complexation with dimethylglyoxime (DMG). The experimental variables (the DMG concentration, the
preconcentration potential, the accumulation time and the SW parameters), as well as potential interfer-
ences, were investigated. Using the selected conditions, the 3� limit of detection was 0.09 �g l−1 of Co(II)
(for 90 s of preconcentration) and the relative standard deviation for Co(II) was 3.8% at the 2 �g l−1 level
ismuth-film electrode

isposable sensors
puttered electrodes

(n = 8). The method was applied to the determination of Co(II) in a certified river water sample. These
mercury-free electrochemical devices present increased scope for field analysis and �-TAS applications.
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. Introduction

Mercury electrodes, despite their advantages for electroanal-
sis, are associated with the use, manipulation and disposal of
ercury and mercury salts. Since these compounds are toxic, they

re considered unsafe and are gradually phased out of laborato-
ies and in some cases their use is completely banned [1,2]. Over
he last year, attempts have been made to replace mercury with

ore environmental-friendly electrode materials while retaining
he advantageous analytical properties of the former. Among elec-
rode materials proposed as alternatives to mercury, bismuth [3],
nd very recently antimony [4], are the most promising, their main
dvantage being their negligible toxicity compared to mercury.
ismuth-based electrodes, especially in the form of bismuth-film
lectrodes (BiFEs) – consisting of a thin bismuth film deposited on

suitable substrate – have been extensively studied and have been

hown to offer comparable performance to mercury electrodes in
tripping voltammetry [5–7]. There are several reports of the deter-
ination of different metals such as Pb, Cd, Tl, In, Ni, Co, Al, Cr, U,
o, Fe, V, as well of some organics, on bismuth electrodes by anodic

∗ Corresponding author. Tel.: +30 210 7274298; fax: +30 210 7274750.
E-mail address: aeconomo@chem.uoa.gr (A. Economou).
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tripping voltammetry (ASV) and adsorptive stripping voltamme-
ry (AdSV) [5–7].

The major difficulty associated with the use of BiFEs is the gen-
ration and maintenance of the bismuth layer that serves as the
ctive electrode surface [5–7]. By far the most widely adopted
ethod for fabricating a BiFE has been, and still is, electroly-

is in which Bi(III) existing is solution is reduced and deposited
n a conductive substrate as metallic bismuth. Yet, there are
everal drawbacks associated with this approach. Ex-situ Bi plat-
ng (preplating) requires a separate bismuth-plating step from a
i(III) solution (which complicates the experimental procedure and
xtends the analysis time). In-situ Bi plating, which involves spiking
he sample solution with Bi(III) ions, is limited to acidic or strongly
lkaline media (in which Bi(III) ions are stable in solution) and is not
pplicable to slightly acidic, neutral or moderately alkaline media
in which Bi(III) easily hydrolyses) [4]. Also, the use of a – usually
xpensive – conductive support for the bismuth film is necessary.
n addition, the surface of the bismuth layer is critically dependent
n the chemical, physical and instrumental conditions during the
eposition. Finally, as soon as the bismuth coating is damaged or
nactivated, the substrate must be cleaned and the coating process
epeated, resulting in a laborious and time-consuming procedure.

Recently, we proposed an alternative microfabrication method
or the preparation of BiFEs, based on sputtering of a silicon
ubstrate with bismuth [8,9]. Although thin-film sensors fabri-
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ated by sputtering of different metals (e.g. Au, Ag and Pt) have
een reported previously for electrochemical detection [10–13],
i-sputtered electrodes have a wider scope since they can serve
s substitutes of mercury electrodes. The application of this thin-
lm approach for the fabrication of BiFEs offers several advantages
ompared to electroplating. In particular, neither a Bi(III) plating
olution nor a conductive substrate are required resulting in a sim-
ler, shorter and low-cost fabrication procedure. Also, unlike their

n-situ plated counterparts, these sputtered BiFEs are applicable to
edia covering a wide pH range. Besides, the fabrication technol-

gy ensures strict control and reproducibility of the surface area and
orphology of the electrode. Finally, the use of standard thin-film

echnology offers the potential for mass-production of inexpensive
nd disposable devices with a variety of configurations. Although,
hese microfabricated BiFEs can be used as working electrodes in
conventional configuration with external counter and reference

lectrodes [8,9], thin-film technology can be further exploited for
he fabrication of complete sensors with integrated on-chip pla-
ar electrodes. Miniaturised cells with integrated electrodes have
rawn great attention since they can be easily used for on-site
nalysis, are low-cost and disposable and can be combined with
icro-total analysis systems (�-TAS) [14–17]. However, there is

nly a very limited number of applications using electrochemi-
al cells with on-chip electrodes for stripping voltammetry and in
articular utilising BiFEs as working electrodes. Recently, a plastic

njection-moulded cell has been developed with integrated con-
uctive electrodes for AdSV but the construction of theses devices

s complex and ex-situ plating of the working electrode with Bi is
equired [18]. Also, a three-electrode cell fabricated by stepwise
ithography has been reported featuring a sputtered Bi working
lectrode for ASV [19]. However, the reported limits of detection
re rather high while lithography is a rather complex fabrication
ethod exposing the thin-film electrodes to solvents with the risk

f being damaged.
In this work, miniaturised cell-on-a-chip sensors featuring inte-

rated metal-film electrodes (a Bi-film working electrode, a Ag-film
eference electrode and a Pt-film counter electrode), fabricated by
non-lithographic method, were tested for the determination of
o(II) by square wave adsorptive stripping voltammetry (SWAdSV)
fter complexation with dimethylglyoxime (DMG) and the method
eveloped was successfully applied to the analysis of water sam-
les.

. Experimental

.1. Instrumentation

A home-made potentiostat was interfaced to a Pentium PC
hrough a multi-function interface card (6025 E PCI, National
nstruments, TX). SWASV were carried out by purpose-developed
pplication programmes developed in LabVIEW 7.1 [20]. Exper-
ments were carried out in a standard electrochemical cell. An
tomic force microscope (AFM) (SPM SMENA, NT-MDT Co., Moscow,
ussia) was used for imaging of the surface of the electrodes.

.2. Reagents and glassware

All the chemicals were of analytical grade. Doubly distilled water
as used throughout. Working metal ion solutions were prepared
rom 1000 mg l−1 atomic absorption standard solutions after appro-
riate dilution with water. The stock supporting electrolyte was
mmonia buffer (1 mol l−1 in total ammonium species, pH 9.2)
repared by mixing the appropriate amounts of NH3 and HCl. A
.1 mol l−1 stock solution of DMG was prepared by dissolving the

2

w

Fig. 1. Schematic diagram of the microfabricated devices.

ppropriate amount of DMG in absolute ethanol. A 2 × 10−3 mol l−1

tock solution of EDTA and a 1000 mg l−1 stock solution of Triton
-100 (BDH, Poole, England) were prepared in water.

.3. Fabrication of the sensors

A schematic diagram of a sensor is illustrated in Fig. 1. An alu-
inium plate manufactured by a thin sheet of aluminium and

eaturing slots for the three electrodes was used as a mask to define
he area of the electrodes. Silicon wafers (3 in. in diameter, 500 �m
n thickness) were covered with a layer of SiO2 1080-nm thick by

eans of wet thermal oxidation. The metal mask was attached
rmly on the wafer and Ti was first sputtered on the silicon areas

ntended for the reference and counter electrodes to a thickness
f 5 nm by covering the slot intended for the working electrode.
his layer was found to be necessary for better adhesion of the Ag
nd Pt films on the wafer. Then, the three electrodes were formed
y successively sputtering each metal in the order Ag (800 nm),
t (400 nm) and Bi (400 nm) on the wafer at the respective slots by
overing the other two slots with a plastic sheet. As soon as the three
lectrodes were formed, the sensing area of the device was isolated
rom the contact/grip pads using a simple photolithographic step.
he final dimension of the working areas of the electrodes were:
E 4 mm × 5 mm; CE 3 mm × 5 mm; RE 3 mm × 5 mm.
Before use, the sensor was immersed into a 0.1 mol l−1 KCl solu-

ion and the Ag and Pt electrodes were connected to the anode
nd cathode, respectively, of a power supply. A current of 1 mA was
pplied for 10 s in order to cover the Ag reference electrode with
gCl.

.4. Sample preparation

Five milliliter of the certified river water (TM-23.3, NWRI,
anada) was buffered to pH 9.2 using ammonia solution, the solu-
ion was transferred to a 10.0-ml volumetric flask, 1.0 ml of the
mol l−1 ammonia buffer (pH 9.2) was added and the sample was
iluted to the mark with distilled water.

Five milliliter of tap-water was transferred to a 10.0-ml volu-
etric flask, 1.0 ml of the 1 mol l−1 ammonia buffer (pH 9.2) was

dded and the sample was diluted to the mark with distilled water.
.5. Determination of Co(II)

The sensor was immersed into the sample solution, the sample
as spiked with the required volume of the DMG solution (to give
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he desired final DMG concentration) and the preconcentration was
arried out at the selected preconcentration potential under stir-
ing. After accumulation, a cathodic SW scan was applied to the
orking electrode to a final potential of −1.35 V while the voltam-
ogram was recorded. After the scan, the bismuth film was cleaned

f the remaining adsorbed complex by keeping the potential of
he electrode at −1.35 V for 10 s. After the cleaning step, standard
dditions of Co(II) were made as required and the measurement
rocedure repeated on the same sensor.

. Results and discussion

Macroscopic inspection of the sputtered metal films revealed
uniform shiny surface. Close examination of the fine structure

as performed by inspection with AFM at different areas of the

lectrodes which indicated that complete coverage of the surface
as achieved with no bare SiO2 areas visible. These images also

uggested that the metal layers in fact consisted of minute grains
Fig. 2). However, the Ag and Pt layers possessed smoother sur-

ig. 2. AFM images of: (a) the Bi working electrode; (b) the Pt counter electrode;
nd (c) the Ag reference electrode.
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aces with smaller and more densely packed grains with average
eight (roughness) of a few nanometers and an average grain diam-
ter of around 25 nm. In contrast, the bismuth layer exhibited
rougher surface with grains of columnar structure with aver-

ge height (roughness) of 100 nm and an average grain diameter
f 200 nm. Sputtered bismuth on different materials is known to
xhibit a coarse and irregular surface [21,22]. It was assumed that
he smoothness of their surface is presumably the reason why depo-
ition of Ag and Pt required a buffer layer of Ti for good adherence
nto SiO2 (a common practice in most microfabrication applica-
ions involving those metals), otherwise the metal films would
eel-off if immersed in the solution. It seems that bismuth, with its
oarser surface morphology, adhered better on the SiO2 layer and,
herefore, did not require the incorporation of any buffer layer since
buffer of Ti did not offer any improvement in mechanical stability.
icroscopic examination of the metal-film electrodes, an espe-

ially the Bi working electrode, after prolonged use in the ammonia
uffer (pH 9.2) showed some erosion of their surface which led to

nactivation of the sensors and gradual decrease in their response.
ach device could be used for at least 15 preconcentration/stripping
ycles in the semi-disposable mode.

A cyclic voltammogram (in the range −0.75 to −1.35 V) in a
olution containing Co(II) in the presence of DMG after 30 s precon-
entration on the BiFE is shown in Fig. 3. The cathodic scan revealed
peak at −1.18 V arising from the reduction of the Co(II)–DMG com-
lex which had adsorbed on the BiFE. No peak was observed in the
nodic scan suggesting that the reduction of the complex was an
rreversible process which was in agreement with results obtained
n electroplated BiFEs [23].

The effect of the DMG concentration on the Co peak height was
nvestigated in the range 0.01–2.5 mmol l−1 and is illustrated in
ig. 4(a). The Co peak height increased with increasing DMG con-
entration and essentially stabilized for DMG concentrations higher
han 2 mmol l−1. Therefore, a DMG concentration of 2 mmol l−1 was
elected for subsequent experiments. A similar behavior has been
ocumented on electroplated BiFEs [23] and MFEs [24].

The effect of the preconcentration potential on the Co peak
eight in a solution containing Co(II) was studied in the range −0.60

o −1.10 V and is shown in Fig. 4(b). The Co peak height increased
s the deposition potential become more negative in the range
0.60 to −1.00 V. This behavior is attributed to the fact that the
o(III)–DMG complex is positively charged and has a higher adsorp-
ion affinity towards the negatively charged electrode surface [24].

ig. 3. A cyclic voltammogram in the potential range −0.75 to −1.35 V in a solu-
ion containing 10 �g 1−1 of Co(II) after preconcentration for 60 s on the sputtered
iFE. DMG concentration: 2 mmol l−1; deposition potential: −1.0 V; supporting elec-
rolyte: 0.1 mol l−1 ammonia buffer (pH 9.2); potential scan rate: 50 mV s−1.
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Fig. 4. Effect of: (a) the DMG concentration; (b) the preconcentration potential; and
(c) the preconcentration time in a solution containing 10 �g 1−1 (�) and 2.5 �g 1−1
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coupled to ligands with catalytic activity that are known to provide
©) of Co(II) on the Co stripping peak height after preconcentration on the sput-
ered BiFE. Deposition time: 30 s; SW frequency: 50 Hz; scan increment: 4 mV; pulse
eight: 40 mV; other conditions as in Fig. 3.

herefore, a deposition potential of −1.00 V was selected except in
ases in which Ni(II) was also present (see discussion below).

The effect of the deposition time on the Co stripping peak

eight in two solutions containing different Co(II) concentrations is

llustrated in Fig. 4(c). The Co stripping peak height increased rec-
ilinearly with increasing deposition time and at higher deposition
imes it started to level-off as the equilibrium surface concentration

e

i
i

ig. 5. A series of SW voltammograms in a solution containing increasing Co(II)
oncentration in steps of 2 �g 1−1 (lower trace is the blank) after preconcentration
or 30 s on the sputtered BiFE (the calibration curve is shown as an inset). Other
onditions as in Fig. 4.

f the adsorbed complex was approached. It is interesting to note
hat the equilibrium surface concentration was reached in rela-
ively short preconcentration times (<100 s) and this was attributed
o the fast adsorption of the Co(II)–DMG on the electrode surface.
ndeed, it has been shown in conjunction with electroplated BiFEs
hat the Co(II)–DMG adsorbs preferentially on the areas of the elec-
rode that are covered by Bi and not on the bare substrate surface
25]. The present Bi-coated electrodes, unlike electroplated BiFEs
25], are characterized by complete coverage of the electrode sur-
ace with Bi (Fig. 2(a)) and a larger surface area is therefore available
or adsorption.

Next, the SW parameters of the stripping waveform (frequency,
ulse height and step increment) were investigated. The effect
f frequency and the scan increment was studied in the range
2.5–200 Hz and 1–16 mV, respectively, while the effect of the pulse
eight was examined in the range 10–80 mV. The best compromise
etween sensitivity, peak sharpness and background characteris-
ics was obtained using the following conditions: SW frequency
0 Hz; SW pulse height 40 mV; SW step increment 4 mV.

Using these conditions, the linear parts of the graphs, at two
eposition times of 30 and 60 s, were expressed by the equations:

0-s deposition :

Co (�A) = (1.02 ± 0.03)cCo (�g l−1) + (0.65 ± 0.27), R2 = 0.995

0-s deposition :

Co (�A) = (2.16 ± 0.07)cCo (�g l−1) + (0.38 ± 0.68), R2 = 0.994

A series of voltammograms for the concentration range
–16 �g l−1 of Co(II) using a deposition time of 30 s is illustrated in
ig. 5. The limit of detection was calculated as 0.09 �g l−1 of Co(II)
t the 3� level (for 90 s accumulation time) and the relative stan-
ard deviation for Co(II), in terms of peak height, was 3.8% for at
he 5 �g 1−1 level (n = 8). The limit of detection were comparable
ith the ones obtained with electroplated BiFEs using the same

omplexation protocol as in the present work [23,26–28]. If lower
imits of detection are desired, the microfabricated sensors could be
nhancement of the Co signal [29,30].
The presence of surface-active compounds is the more serious

nterference in stripping analysis since such compounds can eas-
ly adsorb on the electrode and inactive its surface. Triton X-100
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Fig. 6. The interferences by (a) Zn(II) (traces: (i) 10 �g 1−1 Co(II); (ii) as (i)
with 400 �g 1−1 Zn(II); (iii) as (ii) with 2 × 10−3 mmol l−1 EDTA; (iv) as (ii) with
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tested for the determination of trace Co(II) by SWAdSV. The rel-
× 10−3 mmol l−1 EDTA); (b) Ni(II) (traces: (i) 10 �g 1−1 Co(II) + 50 �g 1−1 Ni(II) with
eposition at −1.0 V; (ii) as (i) with deposition at −1.05 V). Other conditions as in
ig. 4.

as used to simulate the effect of typical non-ionic surfactants. It
as found that the sputtered BiFE exhibited comparable sensitivity

o the presence of Triton-X 100 as the electroplated BiFEs [31,32]
ith the Co stripping peak height being suppressed by 19, 72 and

3% in the presence of 0.1, 0.5 and 1 mg l−1 of Triton X-100, respec-
ively. A number of metal ions that could potentially interfere were
xamined: Pb(II), Hg(II), Cu(II), Fe(II), Al(III), Cd(II), Ti(IV), Ca(II) and
n(II) added at a 100-fold mass concentration excess over 2 �g l−1

o(II) did not interfere (the criterion for interference was a ±10%
rror in the peak height of Co). Zn(II), when present at a higher
han 100-fold mass concentration excess over Co(II), produced a
iffusion-controlled (not adsorptive) stripping peak at −1.25 V that
artially overlapped with the Co stripping peak. This interference
as eliminated by the addition of EDTA that preferentially com-
lexed Zn(II), as illustrated in Fig. 6(a). On electroplated BiFEs, Ni(II)
roduces a stripping peak on the anodic side of, and is well resolved
rom, the Co(II) peak allowing simultaneous determination of Ni(II)
nd Co(II) [23]. On the sputtered BiFE, Ni(II) produced a stripping
eak at −1.06 V which was too close to the Co(II) peak potential to

nable separation between the two peaks (Fig. 6(b)-(i)). However,
t was possible to achieve selective determination of Co(II) in the
resence of excess Ni(II) by judicious selection of the instrumental
nd chemical conditions. Indeed, it has been documented earlier,

e
a
p
t

ig. 7. SW voltammograms for the determination of Co(II) in a certified river water
ample after preconcentration for 60 s on a sputtered BiFE (the standard additions
lot is shown as an inset). From below: sample and three successive standard addi-
ions of 4 �g 1−1 Co(II). Deposition at −1.05 V; other conditions as in Fig. 4.

nd confirmed in the present work, that higher DMG concentra-
ions and longer accumulation times favour the adsorption of the
o(II)–DMG complex over the Ni(II)–DMG complex on BFEs [23,33].
lso, performing the deposition at a potential more negative than
1.00 V allowed selective adsorption of the Co(II)–DMG complex
nd suppression of the Ni peak, as illustrated in the voltammogram
f Fig. 6(b)-(ii) which was taken at an accumulation potential of
1.05 V; however, a small amount of the Ni(II)–DMG complex also
dsorbed indicated by a weak Ni peak. By carrying out the deposi-
ion in the potential range −1.05 to −1.08 V, the selectivity towards
i(II) was further increased but at the expense of sensitivity in the
etermination of Co(II) (since the accumulation of the Co(II)–DMG
omplex also decreased at more negative accumulation potentials
Fig. 4(b)). At an accumulation potential of −1.05 V, Co(II) could be
etermined in the presence of a 20-fold mass concentration excess
f Ni(II).

The accuracy of the method was assessed by determining Co(II)
n a tap-water sample and a certified river water sample. In the
ap-water sample, Co(II) was under the limit of detection and
he recovery was calculated by spiking the sample with 6 �g l−1

f Co(II) and performing the analysis by the standard addition
ethod with a mean recovery of 108% (n = 3). In this case, a Zn peak

lso appeared that overlapped with the Co peak and this interfer-
nce was eliminated by adding EDTA to a final concentration of
× 10−3 mmol l−1, as discussed preciously. A series of voltammo-
rams after standard additions of Co(II) in the river water sample
s illustrated in Fig. 7 and the standard additions plot is shown as
n inset. The Co(II) concentration determined was 7.1 ± 0.6 �g l−1

n = 3) compared to the reference value of 6.7 ± 0.9 �g l−1.

. Conclusions

This work reports the trace determination of Co(II) by AdSV on
ercury-free and disposable microfabricated voltammetric sen-

ors with integrated planar metal-film electrodes. The electrodes
ere fabricated by sputtering metals (bismuth for the working

lectrode, Pt for counter electrode and Ag for the reference elec-
rode) on a silicon substrate by means of a mask. The cells were
vant chemical and instrumental parameters were investigated
nd the devices were employed to determine Co(II) in water sam-
les. These sensors are environmentally friendly, disposable, easy
o mass produce, exhibit sensitivity comparable to mercury elec-
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a b s t r a c t

A new poly(vinyl chloride)-based membranes containing p-(4-n-butylphenylazo)calix[4]arene (I) as an
electroactive material along with sodiumtetraphenylborate (NaTPB), and dibutyl(butyl)phosphonate in
the ratio 10:100:1:200 (I:DBBP:NaTPB:PVC) (w/w) was used to fabricate a new cobalt(II)-selective sen-
sor. It exhibited a working concentration range of 9.2 × 10−6 to 1.0 × 10−1 M, with a Nernstian slope of
29.0 ± 1.0 mV/decade of activity and the response time of 25 s. This sensor shows the detection limit of
4.0 × 10−6 M. Its potential response remains unaffected of pH in the range, 4.0–7.2, and the cell assembly
can be used successfully in partially non-aqueous medium (up to 10%, v/v) without significant change in
the slope of working concentration range. The sensor has a lifetime of about 3 months and exhibits excel-
lent selectivity over a number of mono-, bi-, and tri-valent cations including alkali, alkaline earth metal,
Potentiometric sensor

Waste analysis
Heavy metals

heavy and transition metal ions. It can be used as an indicator electrode for the end point determination
in the potentiometric titration of cobalt ions against ethylenediaminetetraacetic acid (EDTA) as well as
for the determination of cobalt ion concentration in real samples.
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. Introduction

Determination of cobalt assumes importance because of its
idespread occurrence in sea as well as in fresh waters, earth crust,
eteorites, animals, and plants. It is an essential element in animal

utrition and its total mass in an average human body is about
.5 mg with high concentration in liver, bone and kidney. Its defi-
iency may cause anemia, retarded growth and loss of appetite.
obalt ions are the component of vitamin B-12, which is required

or good health [1]. On the other hand, if consumed in large doses,
obalt may be toxic and cause diarrhea, irritation of gastrointesti-
al tract and vomiting. Exposure to cobalt may cause lung effects,
hich include respiratory irritation, coughing, asthma, pulmonary

dema and pneumonia [2]. The international agency for research
n cancer classifies cobalt as a possible human carcinogen. A dose
f 500 mg or above may be toxic and maximum tolerable limit of
obalt in diet is 10 ppm [3]. Cobalt is widely used in paint, varnish,

nd ink industry as a drying agent, in the preparation of pigments
ike cobalt blue and cobalt green, in ground coats for porcelain
namels, in lithium ion battery electrode, as catalyst in petroleum
nd chemical industries, in electroplating industry.

∗ Corresponding author. Tel.: +82 51 510 2244; fax: +82 51 514-2430.
E-mail address: ybshim@pusan.ac.kr (Y.-B. Shim).
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© 2008 Elsevier B.V. All rights reserved.

Presently, sophisticated techniques, viz., AAS, ICP, etc. are
mployed for the determination of trace amount of metal ions.
owever, these methods are disadvantageous in terms of cost and
nsuitability for routine analyses of large number of samples [4–7].
ecently, ion-sensors are being used for such quantification, as
hese provide a convenient, fast and ‘On-line’ method of analysis.
ome commercialized sensors for alkali and alkaline earth metals,
alides, etc. are available, but more efforts are required to develop
etter sensors for heavy metal ions. Although a number of cobalt

on selective electrodes have been reported so far [8–13], a selective
ensor for the monitoring of cobalt is still desired.

Calixarenes are fascinating objects for the study of host guest
nteractions with pronounced binding affinities to various metals
14]. Calixarenes have been found to bind metal ions selectively
s these have electron rich interior cavities and possessing the
bility to complex through dipole–dipole interactions with metal
on of compatible dimensions. These compounds also possess high
ipophilicity and thermodynamic stability coupled with sufficient
onformational flexibility for the rapid exchange of metal ions
15]. A large variety of cation substrates can be complexed by

uch macrocyclic structures due to the various available cavity
izes and this property of calixarenes has been largely exploited
or the development of a number of cation selective electrodes
16–20]. The complexation ability of calixarenes largely depends
pon the type of the substituents on the upper and lower rims.
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any substituted calixarenes have already been reported with
he aim of modifying their binding properties with the ligands.
ower rim modifications have been explored extensively in
omparison with upper rim modified calixarenes and found to
ave highly significant ionophoric properties for metal ions, e.g.
-tert-butylcalix[4]arene tetraacetic acid tetraethyl ester, and
hia-bridge modified calix[4]arene, have been used as neutral
arriers to develop Na+ and Hg2+ selective electrodes, respec-
ively [21,22]. Similarly oligosiloxane-modified calix[4]arene,
,11-dibromo-25,27-dipropozyclix[4]arene, and 5,11,17,23-tetra-
ert-butyl-25,27-bis(hydroxy)-26-(ethoxycarbylmethoxy)-28-
diethylcarbaoyal-methoxy)calix[4]arene have been used as an
onophore to develop Na+, Pb2+, and UO2

2+-selective electrodes,
espectively [23–25].

In the present study, we report for the first time, a new,
ighly selective, and sensitive Co(II) sensor based on a synthesized

onophore, p-(4-n-butyl-phenylazo)calix[4]arene, as an excellent
eutral carrier for the selective quantification of cobalt(II) ions.
his calixarene derivative contains azo groups at the upper rim
hich can serve as the binding site for the complexation ability

owards metal ions. These circularly arranged ligands, at the upper
im of the calixarene cavity, form cyclic metal ion receptors which
acilitate their selective complexation with metal ions. This suit-
bility has been further confirmed by the selective behavior of the
VC membranes based on p-(4-n-butyl-phenylazo)calix[4]arene,
owards Co(II) ions. Various experimental conditions like; the com-
osition of the membrane ingredients, suitable concentration of
he internal solution of the sensor have been optimized to obtain
better working concentration range, detection limit, and other

esponse characteristics. Also, the prepared sensor has also been
sed for the determination of Co(II) ion concentration in the real
amples.

. Experimental

.1. Equipments and reagents

The potential measurements were performed with a mul-
ichannel potentiometer (Kosentech, Korea, Model AS MP8). A
erkinElmer model 3100 atomic absorption spectrophotometer
AAS) with a graphite furnace was used to determine the concentra-
ion of metal ion in the standard solutions. All the reagents used for
he preparation of metal salt solutions and the membranes were of
nalytical reagent grade. p-(4-n-Butyl-phenylazo)calix[4]arene (I)
as synthesized as described elsewhere [26], Tri-n-butylphosphate

TBP) and the anion excluder sodiumtetraphenylborate (NaTPB)
rom (BDH, England), di(butyl)butyl phosphonate (DBBP) from
Mobil, USA), 1-chloronapthalene (CN), tris(2-ethylhexyl) phos-
hate (TEP), dibutylphthalate (DBP), and dioctylphthalate (DOP)

rom (E-Merck, Germany, and high molecular weight poly(vinyl
hloride) (PVC) from (Fluka, Switzerland) were used with-
ut any further treatment. Metal solutions were prepared
n doubly distilled water and standardized by appropriate

ethods. The concentrations of the standard metal solu-

2

C
e

able 1
ompositions and response characteristics of PVC-based membranes having p-(4-n-butyl

. no (I) DOP DBP CN TEP TBP DBBP NaTPB PVC Slope

10 1.0 200 35.0
10 150 1.0 200 31.0
10 200 1.0 200 33.2
10 120 1.0 200 33.6
10 150 1.0 200 31.5
10 200 1.0 200 31.0
10 100 1.0 200 29.0
Fig. 1. Chemical structure of p-(4-n-butyl-phenylazo)calix[4]arene.

ions were confirmed by atomic absorption spectrometer also
Fig. 1).

.2. Preparation of membranes

Varying amounts of (I), anion excluder NaTPB, plasticizers
DBBP, TEP, TBP, CN, DOP, or DBP) and PVC in different ratio were
issolved in 5 ml of tetrahydrofuran and a drop of diethyl ether. This
olution was shaken slowly with a glass rod until it became homo-
eneous and was poured in acrylic rings resting on a smooth glass
late. The solution was allowed to evaporate at room temperature

n a closed cabinet. After 24 h, the light pink-colored transparent
embranes were obtained which were cut to size and glued to
hollow pyrex glass tube. A number of membranes were pre-

ared and equilibrated in 1.0 M concentration of different metal
on solutions namely Co2+, Zn2+, Cu2+, Hg2+, Cd2+, Pb2+, Ag+, Ni2+,
a3+, Ca2+, Cr3+, and Mg2+solutions for 2–3 days [27]. In the case
f cobalt ions, conditioning was carried out in neutral environ-
ent to avoid the possible oxidation of metal ions. The ratio of
embrane ingredients, time of contact and concentration of equi-

ibrating solution were optimized so that the membrane could
evelop reproducible, noiseless and stable potentials. Membrane to
embrane reproducibility was assured by carefully following the

ptimum conditions of fabrication. The composition and response
haracteristics of different membranes are given in Table 1.
.3. Potential measurements

Potentials were measured by using a fixed concentration of
o2+ solution as the internal solution (0.1 M) and saturated calomel
lectrodes as reference electrodes. Potential measurements were

-phenylazo)calix[4]arene as electroactive material

(mV/decade of activity) Response time (s) Working concentration range (M)

∼120 4.0 × 10−4 to 1.0 × 10−1

90 9.5 × 10−5 to 1.0 × 10−1

20 9.0 × 10−5 to 1.0 × 10−1

30 7.8 × 10−5 to 1.0 × 10−1

25 8.1 × 10−5 to 1.0 × 10−1

30 7.0 × 10−5 to 1.0 × 10−1

25 9.2 × 10−6 to 1.0 × 10−1
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ig. 2. Variation of cell potential with Co2+ concentration for electrode nos. 1, 2, 4,
nd 7 (electrode nos. 3, 5, and 6 showed almost similar response to electrode no. 2).

arried out at 25 ± 0.1◦ C by setting up the following cell assem-
ly: Internal reference electrode (SCE)/internal Co2+ solution,
.1 M/membrane/test solution/external reference electrode (SCE).
obalt nitrate solutions were prepared with the concentration
ange 1.0 × 10−1 to 1.0 × 10−7 M by serial dilution of 0.1 M cobalt
itrate solution. The concentrations of the standard solutions were
lso confirmed by atomic absorption spectrophotometer. Each solu-
ion was stirred and potential readings were recorded when it
ecame stable. These potential values were plotted as a logarithmic
unction of cobalt ion activity.

. Results and discussion

.1. Selection of the membrane and effect of anion
xcluder/plasticizers

In preliminary experiments, the ionophore was used as a neu-
ral carrier to prepare PVC-based membranes for a variety of metal

ons. Various membrane electrodes were prepared and conditioned
n different metal ion solutions. The response of these electrodes
as observed. The best response was recorded for Co2+ ions while

ll other ions exhibited lower emf response. This may be due to

able 2
ffect of partially non-aqueous medium on the working of Co2+ ions (sensor no. 7)

of non-aqueous content (v/v) Slope (mV/decade
of activity)

Working concentration
range (M)

29.0 9.2 × 10−6 to 1.0 × 10−1

ethanol
5 28.6 9.2 × 10−6 to 1.0 × 10−1

10 28.5 9.8 × 10−6 to 1.0 × 10−1

15 23.8 5.5 × 10−5 to 1.0 × 10−1

cetone
5 29.0 9.2 × 10−6 to 1.0 × 10−1

10 28.6 9.7 × 10−6 to 1.0 × 10−1

15 24.8 6.4 × 10−5 to 1.0 × 10−1

thanol
5 28.8 9.2 × 10−6 to 1.0 × 10−1

10 28.5 9.7 × 10−6 to 1.0 × 10−1

15 23.2 5.9 × 10−5 to 1.0 × 10−1

3

P
4
(

T
T

N

1

ig. 3. Effect of pH on cell potential; [Co2+] 1.0 × 10−2 M (a) and 1.0 × 10−3 M (b).

he selective behavior of the ionophore against Co2+ in compar-
son to the other metal ions and the rapid exchange kinetics of
he resulting ligand–metal ion complex. Therefore, this membrane
as used to develop a cobalt ions selective sensor. As the proper-

ies of membranes depend on the ratio of electroactive phase and
he binder material, membranes with different compositions were
repared. The primary studies showed that the membrane having
he composition I:PVC (10:200) exhibits the best results. It is well
nown that some additives like anion excluders enhance the sensi-
ivity and selectivity of cation selective membrane by reducing its
esistance [28–30]. Also, in case of PVC-based neutral carrier mem-
ranes, plasticizers if compatible with the ionophore, can provide
smooth surface to the membrane and thus enhance the response

haracteristics. It can also improve the dielectric constant of the
olymeric membrane and also the movement of ionophore and

ts metal complex [31]. Therefore, effect of the addition of anion
xcluder (NaTPB) and plasticizers like DBP, DOP, TEP, TBP, CN, and
BBP on the performance of the membranes was also studied.

.2. Working concentration range and slope
The membrane containing only electroactive material in the
VC matrix exhibited a narrow working concentration range of
.0 × 10−41.0 × 10−1 M with a slope of 35.0 mV/decade of activity
Fig. 2). The characteristics of the sensor, especially response time

able 3
he working concentration range and slope values recorded per week

o. of weeks Working concentration range (M) Slope (mV/decade of activity)

1 9.2 × 10−6 to 1.0 × 10−1 29.0
2 9.2 × 10−6 to 1.0 × 10−1 29.0
3 9.2 × 10−6 to 1.0 × 10−1 29.0
4 9.3 × 10−6 to 1.0 × 10−1 28.8
5 9.3 × 10−6 to 1.0 × 10−1 28.8
6 9.5 × 10−6 to 1.0 × 10−1 28.8
7 9.6 × 10−6 to 1.0 × 10−1 28.8
8 9.8 × 10−6 to 1.0 × 10−1 28.6
9 9.8 × 10−6 to 1.0 × 10−1 28.5

10 1.0 × 10−5 to 1.0 × 10−1 28.5
11 1.0 × 10−5 to 1.0 × 10−1 28.4
2 1.2 × 10−5 to 1.0 × 10−1 28.4
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Table 4
Potentiometric selectivity coefficient values (KPot

Co2+,B
) (interfering ions B), observed

for fabricated Co2+ selective sensor, using modified fixed interference and matched
potential method

Interfering ion B Fixed interference method Matched potential method

Li+ 1.9 × 10−2 0.14
NH4

+ 3.0 × 10−2 0.11
Na+ 8.1 × 10−1 0.50
K+ 2.8 × 10−2 0.20
Ag+ 1.1 × 10−2 0.16
Hg2+ 1.0 × 10−2 0.10
Cu2+ 3.6 × 10−2 0.38
Ni2+ 3.7 × 10−2 0.22
Ca2+ 2.3 × 10−2 0.20
Cd2+ 3.4 × 10−2 0.29
Mg2+ 2.2 × 10−2 0.16
Ba2+ 1.4 × 10−2 0.15
Pb2+ 1.7 × 10−2 0.15
Zn2+ 8.8 × 10−1 0.61
Sr2+ 1.6 × 10−2 0.12
Cr3+ 1.1 × 10−2 0.12
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l3+ 1.1 × 10−2 0.16
e3+ 2.7 × 10−2 0.32
e3+ 1.5 × 10−2 0.11

nd slope were improved when the anion excluder (NaTPB) and sol-
ent mediators (DBP, DOP, TBP, CN, TEP, and DBBP) were also added.
he improvement in the working concentration range as well as
he slope was almost similar for the solvent mediators DOP, DBP,
EP, and TBP (Table 1). The membrane containing DBBP as a plasti-
izer exhibited the best results (sensor no. 7). This sensor showed
Nernstian response (slope 29.0 ± 1.0 mV/decade of activity) and

inear potential response over concentrations range of 9.2 × 10−6

o 1.0 × 10−1 M (Table 1). Repeated monitoring of potentials (20
easurements) on the same portion of sample gave a standard

eviation of 0.5 mV. The standard deviation of slope was 0.7–1.0 mV
hich shows good reproducibility.

.3. Effect of the concentration of internal solution

The influence of the concentration of internal solution on the
otential response of the Co2+ ion sensor was also studied. The
obalt nitrate solution concentration was varied from 1.0 × 10−1

o 1.0 × 10−3 M and the potential values were recorded. The vari-
tion of the concentration of the internal cobalt nitrate solution
oes not cause any significant difference in the potential response
xcept for an expected change in the intercept of the resulting Nern-
tian plots. However, a 1.0 × 10−1 M concentration of the reference
olution was found quite appropriate for smooth functioning of the
ensor system and it was used for all further investigations.

.4. pH and non-aqueous effect
The pH dependence of the electrode potentials of membrane
ensor no. 7 has been studied at 1.0 × 10−2 and 1.0 × 10−3 M Co2+

olution by varying the pH of these solutions from 1.0 to 8.0. Hexam-
ne and nitric acid were used to adjust the pH of the solutions. The
otential remained constant over the pH 4.0–7.2 (Fig. 3). Therefore,

s
o
(
c
C

able 5
ata for cobalt(II) concentration determined in waste water samples by AAS and the sens

ample no. pH found pH after adjustment C
b

5.80 5.6 4
4.90 5.4 4
5.30 5.0 4
5.20 6.1 4
ig. 4. Variation of cell potential as a function of Co2+ concentration in presence of
arying concentrations of Na+ ions.

t can be taken as the working pH range of this sensor. The sharp
hanges in potential below pH 4.0 may be ascribed to H+ co-fluxing
nd above pH 7.2 may be due to hydrolysis of Co2+ ions.

The performance of the sensor no. 7 was also studied in partially
on-aqueous medium by using methanol–water, acetone–water
nd ethanol–water mixtures (Table 2). The proposed sensor could
olerate the non-aqueous content only up to 10% (v/v). The work-
ng concentration range reduces sharply when the non-aqueous
ontent exceeds this concentration limit though the slope remains
lmost unaffected for the entire concentration range.

.5. Response time and lifetime

Response time is the average time required for the Co2+ ion sen-
or to reach a potential within ±1 mV of the final equilibrium value
fter successive immersion of a series of cobalt ion solution was
easured. The response time of the membranes without plasti-

izer was found to be about 2 min at higher concentration levels
f test solution while it was observed more than 4 min at lower
oncentration levels, i.e. below 10−4 M. The addition of plasticiz-
rs improved the response time significantly. The best result was
hown as 25 s by the membrane containing DBBP as a plasticizer
No. 7). The results with DBP and TEP were also found good (20 and
5 s, respectively) over the entire working concentration range. The
otentials remained stable and constant for more than 3 min after
hich began to decrease very slowly. This sensor could be used
uccessfully over a period of more than 3 months at a stretch with-
ut any significant change in any of the response characteristics
Table 3). After this period a drift in potentials was observed which
ould be corrected by re-equilibrating the membrane with 1.0 M
o2+ solution for 1–2 days. With this treatment the assembly could

or no. 7

o2+ concentration as determined
y the sensor (mg/kg)

Co2+ concentration as
determined by AAS (mg/kg)

3.0 41.0
7.0 48.0
7.0 48.5
1.0 39.5
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ig. 5. Variation of cell potential as a function of Co2+ concentration in presence of
arying concentrations of Zn2+ ions.

e used over a period of about two more weeks then a fresh mem-
rane replaced it. This is to emphasize that the sensor was placed

n 0.1 M Co2+ solution when was not in use to avoid drying and
racking.

.6. Potentiometric selectivity

Selectivity is measured in terms of potentiometric selectivity
oefficient values (KPot

Co2+,B
), which have been evaluated by a mod-

fied form of the fixed interference method as well as by matched

otential method as suggested by the method reported earlier
32,33]. The selectivity coefficient values (Table 4) clearly indicate
hat the electrode is moderately selective to Co2+ over a number of
ations. Only the presence of higher concentration of Na+ and Zn2+

ig. 6. Titration plot of 10 ml of 1.0 × 10−4 M Co2+ with 1.0 × 10−3 M EDTA solution
t pH 6.
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re likely to cause some interference as the selectivity coefficient
alues are higher for these ions. Thus, to calculate the maximum tol-
rable concentrations of these metal ions in the estimation of Co2+,
ome mixed run studies were carried out. Na+ ions ≤ 5.0 × 10−5M
o not cause any significant deviation in the original plot of pure
o2+ solution (Fig. 4). Thus, the electrode can tolerate Na+ up to
his concentration over the entire working concentration range.
f Na+ concentration exceeds this limit, the sensor can be used to
etermine Co2+ over a concentration range only. Fig. 4 shows that

n the presence of 1.0 × 10−4, 1.0 × 10−3, and 1.0 × 10−2 M Na+, the
lectrode assembly can be used to determine Co2+ in the concen-
ration ranges 3.6 × 10−5 to 1.0 × 10−1, 1.0 × 10−4 to 1.0 × 10−1, and
.2 × 10−4 to 1.0 × 10−1 M, respectively. Similarly, Zn2+ can be toler-
ted up to the concentration ≤1.0 × 10−5 M over the entire working
oncentration range (Fig. 5). When Zn2+ is present at the concen-
ration 5.0 × 10−5, 1.0 × 10−4, and 1.0 × 10−3 M, the sensor assembly
ould be used for the determination of Co2+ in the reduced concen-
ration ranges 4.0 × 10−5 to 1.0 × 10−1, 8.2 × 10−4 to 1.0 × 10−1, and
.5 × 10−3 to 1.0 × 10−1 M, respectively.

.7. Analytical application

.7.1. Wastewater analysis
The proposed sensor has been successfully used for determining

obalt ions in a real sample from a nearby electroplating industrial
omplex. Four samples of the electroplating waste were collected,
ltered, and stored. Their pH was adjusted according to the working
H range of the sensor by using 0.1 M HNO3 and hexamine. The data

n Table 5, indicate that the amount of cobalt determined in effluent,
y the proposed sensor is in close agreement with that determined
y the atomic absorption spectrophotometer.

.7.2. Potentiometric titration
The analytical applicability of the electrode was tested by using

t as an indicator electrode, to determine the end point in the poten-
iometric titration of Co2+ with EDTA [34,35]. 10 ml of 1.0 × 10−4 M
o2+ solution was titrated against 1.0 × 10−3 M EDTA solution after
djusting the pH of the solution at 6. Hexamine and nitric acid were
sed to adjust the pH of the solution. The potential data were plot-
ed against the volume of EDTA (Fig. 6). The conventional sigmoid
hape plot was obtained and the sharp break point corresponds to
he stoichiometry of Co(II)–EDTA complex and indicates the end
oint of titration.

. Conclusion

The sensor incorporating p-(4-n-butylphenylazo)calix[4]arene
s electroactive material, DBBP as plasticizer and NaTPB as anion
xcluder in a PVC matrix in the ratio [10:100:1:200] could be
sed to determine Co2+ in the concentration range 9.2 × 10−6 to
.0 × 10−1 M with a detection limit of 4.0 × 10−6 M. It exhibits Nern-
tian behavior throughout the working concentration range. The
orking pH range is 4.0–7.2 and most of the metal ions do not cause

ny interference in the estimation of cobalt ions. The response is fast
nough (25 s) and lifetime of this assembly is more than 3 months
n aqueous as well as in partially non-aqueous medium. It could
lso be used as an indicator electrode to determine the end point
n the potentiometric titration of Co2+ ions against EDTA solution

s well as for the estimation of Co(II) ions in a real sample.
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a b s t r a c t

The spectroscopic characterizations of solid substrate room temperature phosphorescence (SS-RTP) of
palmatine (Pal) have been studied. Strong RTP signal at 615 nm can be induced on filter paper in the
presence of TIAc. The interaction between calf thymus DNA (ctDNA) and Pal has been investigated at pH
6.90 using fluorescence, UV–vis, SS-RTP and cyclic voltammogram spectroscopy. Strong binding affinity
of Pal with DNA is revealed from the absorption and fluorescence studies in the liquid state. With the
addition of ctDNA, the fluorescence intensity of Pal is enhanced greatly and UV–vis spectra show no
apparent hypochromicity and red shift, which indicates that Pal intercalates into ctDNA bases. However,
this conclusion could not explain the phenomena from fluorescence polarization and denatured DNA
olid substrate room temperature
hosphorescence
V–vis spectra
luorescence

measurements, which indicate that groove binding is at least the main binding mode. Binding constant
and binding site size have been calculated to be 2.57 × 104 L/mol and 0.16 based on Scatchard plot from
fluorescence titration data. Groove binding has also been supported by phosphorescence lifetime and
anion quenching experiments. Above studies demonstrate that there should exist intercalative binding
and groove binding in the interaction of Pal and DNA. Furthermore, cyclic voltammogram study suggests
that electrostatic binding exists at the same time exactly. Taken together, the binding model obtained in
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this study is mixed-mode

. Introduction

The interaction of small molecules with DNA plays an important
ole in many biological processes [1–3]. These associative interac-
ions can cause dramatic changes in the physiological functions of
NA, which might be responsible for the cytotoxic behavior of the

mall molecules. Among the biologically active molecules from nat-
ral sources, alkaloids occupy an important position because of a
ost of biological pharmacological properties [4–6]. Polycyclic aro-
atic alkaloids are potential DNA-targeting drugs [7–9]. Recently,

ignificant attention has been focused on the cytotoxic protoberber-
nes. Palmatine (Pal, Fig. 1) represents the most intensively studied
rotoberberine molecule, which possesses antitumor activity in
itro and in vivo [10–13]. Pal is found in a variety of plant tis-
ues, such as C. rhizome and P. cortex, and is a close structural

nalog of berberine (Ber) bearing the same tetracyclic structure
7,8,13, 13atetrahydro-9,10-dimethoxy-berberinium) but differs by
he dimethoxy substituents at positions 2,3 on the benzo ring.

∗ Corresponding author. Tel.: +86 351 7018613; fax: +86 351 7018613.
E-mail address: dc@sxu.edu.cn (C. Dong).
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© 2008 Elsevier B.V. All rights reserved.

Pal and Ber have been known as DNA binders and bind to DNA
redominantly by intercalation [9,14–17]. However, other binding
odes for Ber and DNA have also been reported. For example,

lectrostatic force [18], minor groove orientation with preferential
T-rich sequences [19], and model of mix-mode [20] have been pro-
osed. At the same time, binding affinities of Pal and DNA have been
xtensively characterized by employing several analytical tech-
iques including absorption, fluorescence, NMR, and electrospray

onization mass spectroscopy (ESI-MS), etc., but there is still no con-
ensus on the mode of the interaction [21–25]. Besides intercalative
inding, another study has suggested groove binding rather than
he former mechanism [23]. The noncovalent complexes of Ber and
al with few oligonucleotides have been investigated by ESI-MS by
ong et al. [18]. Results indicate that Pal interacts with DNA by elec-
ronic mode. In addition, model of mix-mode has been proposed in
recent report. Electric linear dichroism (ELD) spectroscopy stud-

es on the Pal with natural DNA having heterogeneous AT and GC
equences have been interpreted by Kluza et al. [24] either by an

ntercalation or by an external stacking parallel to the base pairs.
ilch et al. [25] suggest a “mixed-mode” binding model rather than
lassic DNA intercalators, in which a portion of the molecule inter-
alates into the double helix, while the nonintercalated portion
rotrudes into the minor groove of the host duplex. A common
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Fig. 1. The structure of palmatine.

greement of all these studies is that drugs bind in a single type of
inding site of DNA. Emerging diverse biological properties of pro-
oberberines clearly emphasize the urgent need for understanding
he molecular basis of their action more closely. So multifaceted
tudy on the binding of the plant alkaloids with DNA is still very
mportant.

At room temperature, only very few compounds could emit
hosphorescence. Due to much longer emission wavelength and

arger Stokes’ shift than fluorescence, phosphorescence is possi-
le to avoid high luminescence background in most biological and
linical samples. By employing phosphorescence probe, biological
ystems with weak phosphorescence or without phosphorescence
ould be investigated. Phosphorescence probe molecule is very
ensitive to specific microenvironments. Concentration of dis-
olved oxygen, heavy atom and temperature could affect RTP
ntensity directly. Using these properties, relative information on

icroenvironments can be obtained by probing biological systems
r biomicromolecules (interact with DNA) with phosphorescence
olecules and determinating their phosphorescence properties,

uch as wavelength shift, emission intensity, lifetime and quantum
ield.

When solid substrate room temperature phosphorescence (SS-
TP) is used, the phosphorescence of compounds will be enhanced,
nd the addition of a chemical oxygen scavenger is not necessary.
he volume of sample applied in SS-RTP is only several microlitres,
ompared with the detection in aqueous solution, which is very
mall. Therefore, SS-RTP has been widely applied in the fields of
nvironmental research, biochemistry, clinical chemistry and phar-
aceutical analysis for its simplicity, high sensitivity and selectivity

26–29]. Although the application of RTP in the study of DNA bind-
ng can provides more useful messages and favorable evidence,
ery few studies have been done on solid substrate. Tong et al.
30] reported the interaction of ZnPP with ctDNA through SS-RTP
nd found that hydrogen bonding between the monocarboxylic
cid substituent of ZnPP and the base pairs of DNA plays a cru-
ial role in the binding. As for alkaloids, only the RTP of quinine
nd quinidine have been reported in liquid solutions [31]. To our
nowledge, phosphorescence has not been used in the interactions
f alkaloids with DNA either in aqueous or on the solid substrate.
urrent techniques in the literatures, including CD, NMR, and mass
pectrometry, require expensive and sophisticated instruments. As
or spectra methods, the above reported works only involved some
bsorption and fluorescence spectrometry.

In this paper, Pal was found to possess fairly strong long
avelength phosphorescence at room temperature. The SS-RTP
roperties of Pal and its interaction with ctDNA were investigated.
o further understand the nature of the binding mode of Pal with

tDNA, UV–vis spectra, fluorescence spectra and cyclic voltammo-
ram (CV) studies were also carried out. The binding parameters
f Pal to ctDNA was quantitatively determined. Pal binds to DNA
hrough three fixed binding modes: electrostatic interaction, bind-
ng interaction with minor groove, and intercalation between the

a
(
e
a
s

009) 1043–1049

ase pairs of DNA. As much as we know, this is the first work devoted
o the spectroscopic and interaction mechanism of alkaloid with
NA by phosphorescence spectra and CV study. This study has the

ignificance of expanding the application of SS-RTP technique in
he investigation of alkaloids with DNA, and the research of binding

ode would be valuable in the rational design of new and efficient
NA targeted molecules for application in chemotherapy.

. Experimental

.1. Regents and materials

ctDNA was purchased from Sigma Chemical Co. (USA) and used
ithout further purification. Stock solution of ctDNA was pre-
ared by dissolution overnight in 0.1 mol/L NaCl and was stored
elow 4 ◦C in the dark for short periods only. The concentration
f ctDNA(P) was determined using ε260 = 6600 L mol−1 cm−1 [32].
al was obtained from the National Institute for the control of
harmaceutical and Biological Products (Beijing, China). The stock
olution of Pal was prepared to 1 × 10−3 mol/L and then dissolved
ith double distilled water and was always kept protected in the
ark. Tris–HCl buffer solution was used to control the pH of the
edia (pH 6.90). All other reagents were analytical reagent grade

nd were used without further purification. Double distilled water
as used throughout the experiments.

.2. Apparatus

The fluorescence were carried out on a Cary Eclipse fluorescence
pectrophotometer (Varian, USA) connected to an ultrathermostat
f temperature precision ±0.1 ◦C with single cell peltier accessory.
standard 1 cm quartz cell was used. SS-RTP measurements were

arried out on a F-4500 fluorescence spectrophotometer (HITACHI,
apan), equipped with a phosphorescence attachment and a lab-

ade solid sample holder for the solid substrate. A 150 W xenon arc
amp was used as the excitation light source and a piece of quartz
lass (1 cm × 1 cm) covered the substrate to reduce the influence
f oxygen and moisture. A drying box, equipped with a 250 W IR
amp, was used to dry the samples, and the temperature was con-
rolled automatically (±1 ◦C). Filter paper purchased from Fuyang
aper Factory (Hangzhou, China) was used as solid substrate. A 5 �L
icrosyringe (Shanghai Medical Laser Instrument Factory, China)
as used for introducing samples and salt solution. The scan speed

s 240 nm/min. The absorbance monitoring was performed on a TU-
901 UV–vis spectrophotometer (Puxi Instrument Factory, Beijing,
hina) with 2.0 nm spectrum bandwidth and slow speed scan. The
H of solutions measurement was performed on a model pHS-29A
H-meter (2nd Analysis Instrumental Factory of Shanghai, China).
yclic voltammetry was carried out with a computer controlled CHI
60C An electrochemistry workstation (Chenhua Instruments Co.,
hanghai, China).

.3. Procedures

.3.1. Fluorescence or absorption titration
The effect of reaction time shows that after adding of DNA

nto Pal solution (7.5 × 10−6 mol/L), the maximum intensity can be
bserved immediately and remained constant for more than 2 h.
herefore, the fluorescence intensity was immediately measured
fter mixing. Spectrophotometric titrations were performed by

dding aliquots of DNA to the solution of Pal at fixed concentration
1 × 10−5 mol/L) in 2 mL Tris–HCl buffer (pH 6.90). This operation
nsured that the concentration of DNA increases gradually. The
bsorption titrations were made by addition of the ctDNA stock
olution directly to the Pal solution (8.8 × 10−5 mol/L) at increasing
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Table 1
RTP intensities and signal-to-noise ratios (S/N) of Pal absorbed on several papers

Kind of filter papers IPa S/N

Qualitative 118.2 11.36
Fast speed quantitative 135.8 12.45
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oncentrations. The mixing was well achieved by thorough shak-
ng and stirring for 3 min. Then the corresponding fluorescence or
bsorption spectra were measured.

.3.2. Fluorescence polarization experiment
The titrations were made by addition of the ctDNA stock

olution directly to a 1 cm cuvette containing 2 mL Pal solution
1.0 × 10−5 mol/L) at increasing concentrations, and the added vol-
me of ctDNA was not more than 10 �L to avoid complications due
o dilution effects. The mixture was mixed thoroughly and then
quilibrated for 3 min at room temperature. The measurement of
olarization follows equation in literature [26].

The fluorescence intensities were measured at the corre-
ponding maxima of excitation (350 nm) and emission (525 nm)
avelengths. The widths of excitation and emission slits were set

t 10 and 10 nm, respectively.

.3.3. Denatured DNA study
The solutions of double-stranded DNA (ds-DNA) was converted

nto single-stranded DNA (ss-DNA) by incubated at 100 ◦C in water
ath for 15 min and cooled in ice-water immediately. The process
f fluorescence titration is same as Section 2.3.1.

.3.4. SS-RTP spectra determination
The sample solutions were prepared by the addition of ctDNA

tock solution directly into a 1 cm cuvette containing 2 mL Pal solu-
ion (1.0 × 10−4 mol/L) at increasing concentrations in base pairs,
nd the added volume of ctDNA was not more than 10 �L to avoid
omplication due to dilution effect within titration type experi-
ents. The mixture was mixed thoroughly at room temperature.
The filer paper was cut into 17 mm × 14 mm strips on which a

ine with an interval of 4 mm was engraved with a graver at the posi-
ion of the excitation light spot in order to limit the extent of sample
olution. The 5 �L of 2 mol/L TIAc solution was spotted onto the sur-
ace of the filter paper strip using a 5 �L microsyringe. The paper
trip was pre-dried at 95 ◦C for 1 min. Then 5 �L of sample solution
as added at the same position and the filter paper strip was dried

gain for 2 min. Finally, the filter paper strip was fixed to the solid
ubstrate holder and covered with quartz glass to avoid humidity
nd oxygen and transferred to the sample compartment immedi-
tely to measure the SS-RTP intensity and record the spectra. The
can speed was 240 nm min−1.

.3.5. SS-RTP lifetime experiment
Phosphorescence lifetime can be obtained from the following

quation:

n It = ln I0 − t� (1)

here � is the phosphorescence lifetime; t the decay time; It
he phosphorescence intensity at decay time t after excitation; I0
efined as pre-exponential factor of the decay curve is the prompt
ransient phosphorescence intensity at zero decay time. The com-
uter calculated the value of the lifetime automatically.

All measurements of the SS-RTP were taken at the corre-
ponding maximum excitation (350 nm) and emission (615 nm)
avelengths and the widths of excitation and emission slits were

et at 10 and 20 nm, respectively.

.3.6. Continuous variation analysis (Job’s plot)
To determine the binding stoichiometry of complexation of Pal
nd DNA, Job’s continuation method [22] was applied. At constant
emperature, the fluorescence signal of the solutions was recorded
here the concentrations of DNA and Pal were varied while the sum

f their concentration was kept constant at 1 × 10−4 mol/L. Differ-
nce in fluorescence intensity of Pal in the absence and presence of

3

o
s
s

iddle speed quantitative 213.7 14.68
low speed quantitative 258.3 16.14

a Net signal of RTP.

NA at 525 nm was plotted as a function of the input mole fraction
f Pal. Break point in the resulting plot corresponds to the mole frac-
ion of Pal in the complex. The stoichiometry is obtained in terms
f [(1−�Pal)/�Pal] where �Pal denotes the mole fraction of Pal.

.3.7. Cyclic voltammograms study
Cyclic voltammograms study was carried out in Tris–HCl buffer

olution. An electrochemical cell with a conventional three elec-
rode configuration was used for all electrochemical experiments
t a scan rate of 0.1 V s−1.

. Results and discussion

.1. Selection of SS-RTP measurement conditions

.1.1. Selection of filter paper substrate
The interaction between the analyte molecule and the substrate

lays an important role in the SS-RTP emission [26], so the first deci-
ion to be made is the choice of the type of substrate. Filter paper is
idely used in SS-RTP study because of relatively low cost and wide

election [33]. The SS-RTP properties of Pal adsorbed on several
ypes of filter papers with different spread speed were investigated.
t is found that the slow speed quantitative filter paper induces the
trongest SS-RTP emission intensity and lower background inten-
ity (Table 1), which is selected as the optimum solid substrate.

hen different filter papers are applied there are no significant
hanges in the shape and position of the maximum excitation and
mission spectra.

.1.2. Selection of the external inorganic salt
The inorganic salt can enhance the SS-RTP intensity. The rea-

on might be that the inorganic salt and the analyte molecules
an occupy the interstices of the filter paper fibers, and this spa-
ial constraint provides the rigidity required to restrict collisional
uenching and radiationless deactivation of the triplet state. More
han 20 inorganic salts were screened and their effects as per-
urber on the SS-RTP intensities of Pal adsorbed on filter paper
ere investigated. It is found that different inorganic salt has dif-

erent enhancement effect on phosphorescence. The experiments
eveal that most of acetates and nitrates have certain enhancement
ffect on Pal, while sulfates have slight enhancement effect, and Cl−

as no obvious enhancement effect. Among all the inorganic salts
nvestigated, TIAc could induce the strongest SS-RTP intensity (see
ig. 2) and was chosen for the further work. To obtain intense and
table SS-RTP signal, the absolute amount of inorganic salt com-
ound should be appropriate, so the fixed volume of TIAc 5 �L and
he concentration of TIAc was studied. The result shows that the
IAc concentration corresponding to the highest SS-RTP intensity
f Pal is 2.0 mol/L (the figure is not shown).
.1.3. Effect of drying conditions and stability
At room temperature, oxygen is the most persistent quencher

f phosphorescence. Moisture can quench the phosphorescence
everely in the presence of oxygen [34], so the drying of the sample
olution is necessary before the measurement is taken. The sample
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Fig. 2. Effect of the heavy atoms on SS-RTP intensity.

rying conditions including drying temperature and drying time
ere examined in detail, and following results were obtained: (1)

he proper drying temperature is in the range of 90–95 ◦C; (2) the
ppropriate pre-drying time, dry the wet filter paper after spotting
he inorganic salt solution before adding the sample solution, is
min; (3) the appropriate drying time is examined to be 2 min, at

his time, the highest RTP emission was obtained.
Phosphorescence is not stable during measurement time

ecause of many reasons. The SS-RTP stability of Pal was exam-
ned and the experiment shows that the emission intensity changes
lightly within 5 min and quenches distinctly after 10 min. This
tability time is long enough to meet the requirement of the deter-
ination, which needs less than 1 min.

.1.4. Effect of pH on SS-RTP
Since quaternary ammonium cation of Pal is basic, its RTP should

e sensitive to the pH of the solution. It is obvious that the pH
alue greatly affect the RTP emission intensity of Pal. The PS-RTP
ntensity of Pal increases sharply with the increase of pH (<6) of the
ample solution, and reaches to the maximum in neutral solution
nd then decreases in basic solution. This illustrates that pH can
ffect the molecular configuration and the distribution of charges.
trong acid and basic medium are not fit for the compound to emit
TP. Maximum phosphorescence is observed about pH 6.5, and the
TP measurements are all performed under pH 6.90.

.2. SS-RTP spectra of Pal alone

Under above experimental conditions, the SS-RTP spectra of
al were measured on the solid substrate and given two emission
ands. The first one at shorter wavelength of 522 nm, identical with

ts fluorescence spectra (525 nm), belongs to delayed fluorescence
mission, and the other, peaking at about 615 nm, is phosphores-
ence emission. Stokes’ shift of Pal reaches to 265 nm. Obviously,
onger emission wavelength and larger stokes’ shift are the advan-
ages of RTP over fluorescence.

.3. Interaction of Pal with ctDNA
.3.1. Fluorescence titration
Like most polycyclic aromatic alkaloids, Pal exhibits a low fluo-

escence quantum efficiency [35] with maximum around 525 nm
hen excited at 350 nm in neutral pH medium. The emission peak

r
s
u
T
e

ig. 3. Influence of ctDNA concentration on fluorescence spectra of Pal at pH 6.90
Pal] = 1.00 × 10−5 mol/L, [ctDNA] × 10−5 mol/L (1–11) = 0, 0.97, 1.94, 3.63, 6.06, 8.48,
2.1, 14.5,16.9, 18.4, and 19.2.

s may be assigned to a �–�* transition and that enhances on bind-
ng with nucleic acids. The fluorescence titration spectra of Pal in
arious concentration of DNA were reflected in Fig. 3. It is observed
hat the addition of DNA leads to efficient increase in the fluores-
ence intensity of Pal, with almost 10 nm red shifts in excitation
nd 2–3 nm blue shifts in emission wavelength. This strongly indi-
ates the interaction of Pal with DNA and makes Pal a promising
uorescent probe of DNA.

The intense fluorescence of Pal bound to DNA could be for this
ossible reason: The change of microenvironment does occur, and

t is reflected through �em value and fluorescence intensity [36]. Pal
ocates in a region of much less polarity after binding, which is pro-
ided by microemulsion and with this useful microenvironment,
al can be isolated or protected from the aqueous phase and placed
n a hydropholic environment, and thus, its fluorescence intensity
ncreases.

.3.2. UV–vis spectra of Pal in the presence of ctDNA
Pal shows two strong and characteristic absorption bands in the

isible region centered around 420 and 342 nm. Binding mode of
al to DNA was studied by spectrophotometric titration, with a fixed
oncentration of Pal and increasing concentration of DNA. Binding
o DNA results in significant changes in the absorption spectra of
he compound. With the increasing of ctDNA concentration, the
bsorption spectra show hypochromicity of 8.82 and 12.24%, and
ed shifts of 4 and 2 nm at the two maximum bands. This indicates
n effective overlap of the � electron cloud of the alkaloid with
he base pairs of DNA. In addition, three well-resolved isosbestic
oints are observed at 350, 380, and 451 nm respectively indicating
quilibrium binding [37]. The result from the absorption spectra
tudy corroborates the intercalative binding of the Pal to the DNA
ases.

.3.3. Fluorescence polarization measurement
When small molecule chromophore intercalates into the DNA

ases, its rotational motion should be restricted and the fluo-

escence polarization of the bound small molecule chromophore
hould be increased. On the other hand, if the polarization remains
nchanged, the binding may belong to groove or other mode [38].
he polarized intensity parallel and vertical in the direction of the
xcitation were recorded and the polarization values of Pal in the
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ig. 4. Influence of ctDNA concentration on fluorescence polarization of
al. [ctDNA] = (1) 0 mol/L, (2) 1.92 × 10−5 mol/L, (3) 3.85 × 10−5 mol/L, (4)
.75 × 10−5 mol/L, (5) 7.66 × 10−5 mol/L, (6) 9.68 × 10−5 mol/L, (7) 1.15 × 10−4 mol/L,
8) 1.38 × 10−4 mol/L and (9) 1.54 × 10−4 mol/L.

resence of different concentration of DNA were investigated. Fig. 4
hows that the addition of increasing amounts of ctDNA does not
ead to the increase of the fluorescence polarization value of Pal.
hat is to say, increasing the ctDNA concentration, the rotational
otion of Pal is not restricted and no more fluorescence of Pal is

olarized. The result above provides evidence that Pal indeed does
ot intercalate into the helix and ctDNA does not provide a rigid
icroenvironment for Pal. It illustrates groove binding interaction.

.3.4. Fluorescence quenching study
The fluorescence quenching study was performed to deter-

ine the interaction pattern of Pal with DNA. Anionic quencher
I with increasing concentration was added into Pal or Pal–DNA
olution, respectively. Stern–Volmer KSV was used to evaluate the
uorescence quenching efficiency. The experiments show that the
uorescence of Pal does not affected by KI, while the magnitude
f KSV of the bound molecule is 61.81 L/mol, which is bigger than
hat of the free one. When small molecules intercalate into DNA
ase pairs, the base of the double helix of DNA would protect the
ound molecules from the anionic quencher [39]. On the other
and, groove binding exposes the bound molecules to the solvent
urrounding the helix [40], and provides much less protection for
he chromophore. As a result, this phenomenon is not consistent
ith intercalation mode either, but consistent with groove binding.

.3.5. Denatured DNA study
Single strand structure of DNA does not benefit for intercalation.

f Pal intercalates into the helix stack, the enhancement extent of
he fluorescence from Pal by ss-DNA would be noticeably smaller
han that by ds-DNA. Dropping Pal with same concentrations of ss-
NA and ds-DNA, respectively, and comparing their fluorescence

ntensities, the result shows that both ss-DNA and ds-DNA could
ncrease the fluorescence intensity of Pal. When the concentrations
f both DNA increase from 0 to 3.2 × 10−5 mol/L, the fluorescence
ntensities of Pal increase to about 56 and their values are very
imilar. When concentrations are higher than 3.2 × 10−5 mol/L, the

uorescence intensity of Pal in ss-DNA is slightly lower than in ds-
NA. That is to say that the enhancement extent of the fluorescence
f Pal by ss-DNA is not obviously smaller than that of by ds-DNA,
nd the binding mechanism is not supported by the intercalation
ode.

t
t
c
c
t

Fig. 5. Scatchard plot for pal to DNA.

.3.6. Binding constant and stoichiometry of ctDNA and Pal
For the interaction of small molecules with macromolecules, the

catchard plot is commonly used to characterize the binding prop-
rties in terms of the binding constant. The binding constant for
NA to Pal is estimated from the fluorescence data in the form of
catchard plots, which were analyzed according to the formula of
cGhee and Von Hippel [41]:

r

Cf
= K(n − r) (2)

here n, apparent site size, represents the number of binding sites
er nucleotide residue, r is the ratio of bound ligand to nucleotide
esidues at a free ligand concentration, and K is the intrinsic binding
onstant for the Pal binding to a site on the nucleic acid. The study
ielded a K value of 2.57 × 104 L/mol, and n is 0.16 (Fig. 5). This
arge constant indicates that Pal has intense affinity to ctDNA base
airs. The binding affinity of 1.07 × 104 L/mol was also calculated
rom the data of absorption titration as reference [42]. The intrinsic
inding constants obtained by the two different spectral methods
ere close and in the order of 104 L/mol, which are both similar
ith the result reported in the literature [43].

The binding stoichiometry of association and the possible num-
er of binding site of Pal to DNA were determined by continuous
ariation analysis (Job’s plots) in fluorescence (Fig. 6). The plot
f difference fluorescence intensity at 525 nm for Pal versus the
ole fraction of the ligand reveal a single binding mode for the

inding of the alkaloid on DNA. From the inflection points at
ligand = 0.14, the number of nucleotides per one ligand Pal can
e estimated around 6.14 (3 base pairs). The stiochiometry of the
inding is in excellent agreement with the number of occluded
ites obtained from the Scatchard analysis of the fluorimetric
ata.

.3.7. The possibility of Pal as SS-RTP probe for ctDNA
The reaction time for the binding of Pal and ctDNA was inves-

igated at the ctDNA concentration two times greater than that of
he Pal. The result shows that 10 min is sufficient for the interaction,
o the measurements were taken after 10 min. Fig. 7 demonstrates

he SS-RTP spectra of Pal in the presence of different concentra-
ion ctDNA. The SS-RTP intensities initially increase due to the
tDNA addition, and then decrease dramatically when the con-
entration of ctDNA increase to 9.84 × 10−5 mol/L. Upon binding
o ctDNA, there is no significant change in the position of the
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Fig. 6. Job’s plot for pal to DNA in buffer of pH 6.90 at 25 ◦C.

aximum emission spectrum of Pal. The change of phosphores-
ence intensity shows the possibility for Pal as phosphorescence
robe of DNA. Furthermore, an alternative method to measure
NA should be founded at longer wavelength region than flu-
rescence. This part of work will be performed and reported
lsewhere.

The observation after addition of ctDNA implies that there may
xists not only one mode. It can be explained as follows. When
art of Pal molecule intercalates into ctDNA bases, the highly
rdered medium of ctDNA helix provides a protected microen-
ironment for the triplet excite state of Pal and shields the
ollisional quenching, so the intensity of RTP increases [44,45].
ut then RTP begin to decrease and the quenching is enhanced
ith the increasing amount of ctDNA. So later, another part of
al molecule may interact with DNA by groove binding, and this
ode is stronger than the former. That is to say that its groov-

ng part is affected by collision quenching and phosphorescence
ecrease.

ig. 7. The phosphorescence spectra of Pal in the different concentrations of DNA.
Pal] = 6.0 × 10−5 mol/L, [ctDNA] from 1 to 9 are 0, 0.32, 0.65, 0.98, 1.31, 1.97, 2.62,
.28 and 4.05 × 10−4 mol/L.
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ig. 8. Cyclic voltammograms of Pal in the absence of and in the presence of DNA;
: 1 × 10−5 mol/L Pal + 0 mol/L DNA; b: 1 × 10−5 mol/L Pal+1.97 × 10−5 mol/L DNA.

.3.8. SS-RTP lifetime measurement
Phosphorescence lifetime is usually used to characterize the

xtent of immobilization and shield for phosphorescent substance.
ormally, when the extent of immobilization is increased, the
olecule will be difficult to be quenched. The effect of ctDNA

oncentration on the SS-RTP lifetime of Pal was investigated at
he corresponding maximum excitation and emission wavelengths.
n the absence of ctDNA, the phosphorescence lifetime of Pal is
6 ± 0.02 ms. Upon addition of ctDNA, the lifetime increases and
eaches to the maximum of 39.55 ms in 1.0 × 10−5 mol/L ctDNA
nd then decreases slightly. This might be explained as demon-
trated in Section 3.3.7 that the intercalation part of Pal into ctDNA
ases leads to certain stronger rigidity and longer lifetime, while
he groove binding part then makes the lifetime become shorter
gain, because intercalation is not the predominant binding mode.

.3.9. SS-RTP anion quenching experiment
On the filter paper, Fe(CN)6

4− was chosen to quench the phos-
horescence of Pal and determine the accessibility of Pal to anionic
uencher in the absence and presence of ctDNA. The Stern–Volmer
lots are not linear with the decreasing of phosphoresce in the pres-
nce of ctDNA, but it is obvious that the quenching extent of the
ound Pal by Fe(CN)6

4− is not less than that of the free Pal. As the
iscussion in Section 3.3.4, this measurement further supports the
roove binding of Pal to ctDNA.

.3.10. Cyclic voltammogram study
Pal is a polycondensate molecule with a positive charge in C

ing, it is reasonable to assume that there could be electrostatic
nteraction of its binding to DNA. To investigate this hypothesis, CV
tudy was performed and showed in Fig. 8. It is obvious that the
ncrease of DNA leads to negative shift in the potential for the two
eduction peaks, and the peak electron current of the two reduction
eaks decrease obviously at the same time. The formal potential Ep

f Pal is −0.392 V, and shifts to −0.516 V in the presence of relatively
igh concentration of DNA (3.49 × 10−5 mol/L). This phenomenon
upports the electrostatic binding between the positive charge on
he alkaloid and the negative charge of the phosphate group on DNA

elix.

.3.11. Discussion on binding mechanism
DNA binding properties of Pal indicate that fluorescence and

hosphorescence probes for DNA is available. Above characteris-
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ics strongly suggest a “mix-mode” model in which a portion of
he ligand molecule intercalates into the double helix, while the
onintercalated portion of the ligand molecule protrudes into the
inor groove of the host duplex. In another word, part of the pla-

ar molecule binds to DNA essentially by intercalation and exert
ts biological activity while another part binds in the floor of minor
roove through H-bonding. This conclusion is consistent with ref-
rence [25], but electrostatic binding is proposed also in this study
hich is expected to exist at the same time. The reason may be

ound in the structure of Pal molecule, which has a slightly buck-
ed structure due to the partial saturation of the central ring like
er [46]. Furthermore, Pal has four methoxy groups, and the steric
ffects of rotating C O bonds might block the intercalation of Pal
nto the base stack. As a result, it may not be inserted fully like
thidium and this would probably be the reason for its observed
oderate affinity and the binding is predominantly controlled by

roove interactions.

. Conclusion

Luminescence measurements in this paper attest that Pal forms
table complex with DNA, and our studies represent the first
ttempt to utilize SS-RTP method to study the interaction of Pal
ith DNA. We found that Pal can induce strong phosphorescence

n longer wavelength region on filter paper substrate, which avoids
he interference from the biological samples. Fluorescence polar-
zation measurement and denatured DNA study show that Pal may
nteract with DNA by grooving binding, but this conclusion could
ot explain the result of UV–vis spectra experiment. After binding
ith ctDNA, the RTP intensity and lifetime determinations indicate

hat Pal may bind to DNA via at least some degree of intercalation
esides groove binding. This result is also supported by the SS-
TP anion quenching experiment. CV study shows that electrostatic
inding also exists. Taken together, we conclude that the binding
odel of Pal and DNA obtained in this study is mixed-mode, and

roove binding is probably the predominant one. The binding prop-
rties of Pal in this paper indicate the perfect uses of fluorescence
nd phosphorescence DNA probes of Pal.
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a b s t r a c t

There is a great challenge to immobilize high density of probe molecules for high performance protein
microarrays, and this is achieved in this work by using polyethylene terephthalate (PET) plastic substrate
onto which glycidyl methacrylate (GMA) photopolymer is grafted under mild conditions to introduce high
density of epoxy groups for covalent immobilization of proteins. The poly(GMA)-grafted PET (PGMA-
PET) surface was characterized with atomic force microscope (AFM) and attenuated total reflectance
Fourier transform infra-red (ATR-FTIR) spectroscopy. For high density of protein immobilization and good
quality of microspots, experiments were conducted to optimize the printing buffer, and an optimal buffer
was found out to be PBS with 10% glycerol + 0.003% triton X-100. According to the studies of loading
capacity and immobilization kinetics, the optimal protein probe concentration and incubation time for
the efficient immobilization are 200 �g mL−1 and 8 h, respectively. The performance of the PGMA-PET-
based protein microarrays is evaluated with sandwich immunoassay using rat IgG and anti-rat IgG as
model proteins, demonstrating a limit of detection (LOD) of 10 pg mL−1 and a dynamic range of five orders

of magnitude which are better than or very comparable with the reported or commercially available
immunoassays, while providing a high-throughput approach. The work renders a simple and economic
method to manufacture high performance protein microarrays and is expected to have great potentials
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. Introduction

Bioarrays have demonstrated their increasing impact on clinic
iagnostics, drug discovery, and life science research because of
heir advantages of high-throughput, high reliability, fast analy-
is and small amount of sample. With the completion of human
enome project, exploration and development of various high
erformance protein arrays have been logically fueled up. Pro-
ein microarrays possess the ability to analyze complex biological
ystem and have emerged for numerous important applications
ncluding screening of recombinant antibody libraries [1], moni-
oring of protein–protein interactions [2–4], detection of cytokines
5,6], analysis of protein expression profiling, and identification of
rotein structure and function [7–9].
Protein microarrays are normally fabricated by delivering
arious probe proteins onto different substrates such as glass
7–9], silicon [10,11] and gold [12]. Alternatively, organic polymer
ubstrates such as polymethyl methacrylate, polycarbonate and
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clinic diagnosis, drug discovery and proteomic research.
© 2008 Elsevier B.V. All rights reserved.

olyurethane are also employed for DNA or protein microarrays
13–16]. Polyethylene terephthalate (PET), one of the most widely
sed biomaterials in tissue engineering and biomedical devices,

s an inexpensive plastic material with desirable physicochemical
roperties. Up to date, it has not been used to fabricate protein
icroarrays. In this work, we use it as a potential substrate to fab-

icate high performance protein arrays by a surface modification.
For microarray construction, one of the most important steps

s to efficiently immobilize probe proteins on a substrate. Cur-
ently, a number of strategies such as physical adsorption, specific
ffinity and covalent bonding are available for protein immobi-
ization [17]. Although physical adsorption normally offers the
implest process for the immobilization, it is relatively unstable
nd uncontrollable. It also unfavorably damages protein activity by
rotein denaturation and steric hindrance [18]. Alternatively, spe-
ific affinity, such as protein A or G with Fc part of an antibody [19]
nd biotin–avidin/streptavidin interaction [12], are used for site-

pecific protein immobilization. The approach is easy to retain the
ative conformation and to control the orientation of immobilized
rotein. However, it requires conjugation of the probe protein with
ffinity tag and specifically modified substrate [20]. Covalent cou-
ling provides the strongest attachment of probes onto activated
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ubstrate [17]. Silanes are often used to functionalize glass slide for
ovalent protein immobilization [8,21,22], but its immobilization
fficiency is low [23]. The steric hindrance between protein and
urface from the short spacer provided by silanes also reduces the
ffinity of probe and the accessibility of analytes.

PET is lack of indigenous reactive functional groups. In tis-
ue engineering and biomedical devices, it is functionalized by
aponification, aminolysis and surface reduction for protein immo-
ilization [24]. These methods cannot provide high density of
unctional groups [24] and require additional crosslinkers such
s silanes, glutaraldehyde, aldehyde-dextran and functionalized
EG to covalently immobilize biomolecules [24–27]. Plasma post-
olymerization for grafting vinyl compounds onto PET surface is
xplored for surface modification and biomolecules immobiliza-
ion [28–32]. However, the plasma approach is slow and expensive
33].

In this work, a simple and efficient approach was investi-
ated to functionalize PET surface by grafting glycidyl methacrylate
GMA) photopolymer for high performance protein microarrays.
MA possesses both acrylate and epoxy groups, of which the for-
er can be employed to photopolymerize GMA in the presence

f photoinitiator under UV irradiation, and the latter, can be an
nchor for covalent immobilization of proteins. poly(GMA)-grafted
ET (PGMA-PET) was prepared and further characterized with
tomic force microscope (AFM) and attenuated total reflectance
ourier transform infra-red (ATR-FTIR) spectroscopy. The opti-
al printing buffer, protein immobilization kinetics and loading

apacity were investigated systematically. PGMA-PET-based pro-
ein microarrays were fabricated and demonstrated by sandwich
mmunoassay.

. Experiments

.1. Materials and apparatus

1 mm thick PET sheets were purchased from goodfellow
England). Rabbit IgG, biotin-conjugated anti-rabbit IgG, Cy3-
onjugated anti-goat IgG, rat IgG, anti-rat IgG, biotin-conjugated
nti-rat IgG, hexamethylenediamine, glycidyl methacrylate (GMA),
lycerol, triton® X-100 and 0.01 M phosphate buffered saline (PBS,
H 7.4) were received from Sigma–Aldrich. Cy3-conjugated strep-
avidin was obtained from GE Healthcare. BlockerTM Casein in TBS
as purchased from Pierce. Deionized water was produced by a
ater purification system, Q-Grad®1, Millipore Corporation.

AFM (SPM 3100, Veeco instruments Inc., USA) was used to char-
cterize substrate surface properties. Nicolet 5700 FTIR instrument
Thermo Electron Corporation) was utilized to record the IR spec-
ra. VersArray chip writerTM compact system (Bio-Rad, USA) was
pplied for microarrays fabrication. ScanArray GX Microarray Scan-
er (PerkinElmer, USA) was employed for imaging and quantitative
nalysis.

.2. Preparation of PGMA-PET slide

The PGMA-PET slides were prepared under mild conditions by
ollowing the procedure shown in Scheme 1. For cleaning, the tai-
ored 75 mm × 25 mm PET slides were immersed in 2-propanol for
0 min and then cleaned for 5 min in an ultrasonic water bath, fol-

owed by thoroughly rinsing with ethanol and deionized water.

he precleaned PET slides were aminated with a method similar
o that in the amination of polyester (polymethyl methacrylate,
MMA) [14]. In our preparation, the precleaned PET slides were
ncubated in 10% hexamethylenediamine for 2 h at room temper-
ture to introduce primary amine to PET ester linkage, and then

b
a
d
t

2009) 1165–1171

insed three times with deionized water. For the conduction of pho-
ografting, GMA monomers were firstly coupled to aminated PET
urface via the reaction between epoxy and amino groups to form
n acrylate-activated PET surface. Specifically, aminated PET slides
ere soaked in 5% (v/v) GMA in 50% ethanol solution for 2 h at room

emperature, and rinsed thoroughly with ethanol and dried under
itrogen flowing. The acrylate groups enable GMA photopolymer
o be covalently attached onto PET surface. The acrylate-activated
ET slides were immersed in GMA monomer solution (5% in 50%
thanol, v/v) containing 5 mM sodium persulfate as a photoinitia-
or, which was completely degassed using nitrogen flow for 30 min.
hen, the mixture was exposed to UV (shuttered UV system, 400 W)
or 15 min. After the polymerization, PET slides were washed with
thanol and deionized water to remove unpolymerized monomer
nd uncoupled oligomer or polymer.

.3. AFM characterization

Pristine, aminated PET and PGMA-PET surfaces were character-
zed with AFM in a tapping mode. The scan area was 2 �m × 2 �m.
ll images were acquired in open air.

.4. ATR-FTIR characterization

The IR spectra were acquired by using a Nicolet 5700 instrument
quipped with an attenuated total reflection accessory. The poly-
erized GMA, pristine PET and PGMA-PET were placed onto the

TR crystal and pressed tightly to obtain good spectra. The exam-
nations were performed by 32 scans with a resolution of 1 (data
pacing is 0.482 cm−1).

.5. Fabrication of protein microarrays

Protein probes were prepared in printing buffer with desired
oncentrations and then transferred to a 384-well microtiter
late before printing. For printing buffer optimization, 0.01 M
BS containing 10% glycerol and different amount of triton X-100
ange from 0.001% to 0.012% were applied as printing buffers. In
ther experiments, the optimal buffer was employed. For inves-
igation of probe immobilization kinetics and loading capacity,
00 �g mL−1 of Cy3-conjugated anti-goat IgG and twofold diluted
iotin-conjugated anti-rabbit IgG solutions from 200 �g mL−1 to
.25 �g mL−1 were prepared. 20 �L of the protein probe solution
as dispensed to each well. The contact printing process was
erformed by VersArray chipwriterTM (BIO RAD) with telechem
rinthead and stealth microspotting pins. At 60% humidity, ∼0.3 nL
f a sample per spot was delivered to PET surface.

Probe immobilization was carried out in a humid chamber with
ncubation times of 0 h, 0.25 h, 0.5 h, 1 h, 2 h, 4 h, 6 h, 8 h, 10 h
nd 12 h, respectively, for investigation of immobilization kinet-
cs, and overnight for other experiments. Then, the slides were
ashed three times for 2 min each with PBST (0.01 M PBS with
.05% Tween 20) to remove unbound probes. All printed array slides
ere immersed in BlockerTM casein in TBS solution for 1 h not only

o quench the unreacted functional groups on substrate surface,
ut also to form a molecular layer of casein that could reduce the
onspecific binding of other proteins in subsequent steps.

.6. Imaging and data analysis
Cy3-conjugated streptavidin, which can specifically attach to
iotin-conjugated proteins through the strong affinity of biotin
nd streptavidin, was employed to produce fluorescent signals for
etection. After applying Cy3-conjugated streptavidin, slides were
horoughly washed with PBST and deionized water three times,
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Scheme 1. Procedures for PGMA-PET slide prepara

espectively. Then, the dried slides were immediately scanned
ith ScanArray GX Microarray Scanner. The acquired images were

uantitatively analyzed with ScanArray® Express analysis software.
he fluorescent intensity was local background subtracted means,
hich were used for downstream statistical analysis. The acquired
ata were inputted to Origin 7.0 for further analysis and plots.

. Results and discussion

.1. Topographic properties of modified PET

The topographic property of PGMA-PET surface was examined
ith AFM. Fig. 1 shows the images of pristine PET surface (Fig. 1A),

minated-PET surface (Fig. 1B) and PGMA-PET surface (Fig. 1C).
he pristine PET exhibits a smooth and featureless surface pro-
le (Fig. 1A), of which the root-mean-square roughness (Rq) is
.36 ± 0.26 nm, while the morphology is much rougher with small
nd dense islands (Fig. 1B) after amination in hexamethylenedi-
mine, resulting in Rq up to 2.99 ± 0.42 nm. The significant change
f surface morphology should be ascribed to the attack of hex-
methylenediamine during aminolysis. In comparison to pristine
nd aminated PET surfaces, PGMA-PET surface illustrates a drastic
hange (Fig. 1C), in which the islands become larger and sparser.
ccordingly, the roughness rapidly increases to 17.11 ± 3.50 nm.
his phenomenon clearly indicates that GMA photopolymers are
uccessfully grafted onto PET surface via the simple and efficient
trategy.

Generally, the rougher the surface is, the larger the surface area

ill be [10]. In order to improve protein loading capacity, one

traightforward approach is to increase the surface area of the sub-
trate by enhancing the surface roughness. From the AFM results,
he roughness significantly increases from Rq 0.36 ± 0.26 nm for
ristine PET to Rq 17.11 ± 3.50 nm for PGMA-PET in this work

i
b
b
a
0

he dimension in the scheme is not drawn to scale.

Fig. 1D). Therefore, the significant increase in roughness of pho-
ografted PET surface can provide larger surface areas for great
mprovement of protein loading capacity.

.2. ATR-FTIR analysis

ATR-FTIR spectrophotometry was employed to characterize the
resence of high density of epoxy groups on the PGMA-PET sur-

ace and to further confirm the photografting. Fig. 2 shows the IR
pectra of PGMA-PET (a), pristine PET (b) and PGMA (c). Six PGMA
haracteristic peaks (indicated by green arrows) are observed on
he spectrum of PGMA-PET as compared to that of pristine PET.
mong them, two prominent absorbance peaks are located at 843
nd 904 cm−1, which can be assigned to epoxy group’s vibration
34]. However, there is no noticeable absorbance peak at the same
avelengths for the pristine PET (b). This result verifies that high
ensity of epoxy group survives from the successful photografting.
he high density of functional groups provides high protein loading
apacity, which is one of the most important factors for high perfor-
ance protein microarrays. Moreover, the polymer chains as a long

pacer can retain the natural conformation of immobilized probes
nd increase the accessibility of target molecules to the probes [35].

.3. Optimization of printing buffer

Printing buffer can significantly affect the quality of microspots,
tability of protein probes and protein loading capacity. The effect
f additive triton X-100 [22,36] on microspot quality and signal

ntensity was investigated in this work to optimize the printing
uffer for PGMA-PET-based microarrays. A series of printing
uffers were prepared with 0.01 M PBS containing 10% glycerol
nd various concentrations of triton X-100 additive at 0.001%,
.003%, 0.006%, 0.009% and 0.012%, respectively. Rabbit IgG as
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Fig. 1. AFM topographic images (2 �m × 2 �m). (A) Pristine PET surface; (

robe protein dissolved in these buffers with a concentration
f 100 �g mL−1 was spotted on PGMA-PET surface. The quality
f microspots and efficiency of probe immobilization on the
urface was examined using fluorescent scanner after applying of
iotin-conjugated anti-rabbit IgG and Cy3-labeled streptavidin.

Fig. 3 indicates the influence of printing buffer on the quality
f microarrayed spots. It is shown that a smearing profile appears

hen the printing buffer contains no or a low level of triton X-100

Fig. 3I, columns A and B). The effect can be completely eliminated
fter using a printing buffer with higher percentage of triton X-100
Fig. 3I, columns C–F). However, as a non-ionic detergent, excessive

Fig. 2. ATR-FTIR spectra of PGMA-PET (a), pristine PET (b) and PGMA (c).
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nated-PET surface; (C) PGMA-PET surface; (D) roughness of each surface.

riton X-100 in the buffer can damage the activity of protein and
esult in low immobilization efficiency since it blocks the protein
mmobilization on the substrate [37–39]. Fig. 3II illustrates that the
ignal intensity enhances first and then decreases with the increase
f triton X-100. Group C (0.003% triton X-100 was applied) gives
he highest fluorescent intensity (Fig. 3II). Therefore, the optimal
rinting buffer was determined to be PBS with 10% glycerol and
.003% triton X-100.

.4. Kinetics of protein immobilization on PGMA-PET surface

Study of kinetics of probe immobilization on substrate is of
mportance since it can quantitatively characterize the immobiliza-
ion process and provide information for optimal immobilization
onditions in protein microarrays fabrication. In order to determine
he efficient immobilization time, protein immobilization on the
GMA-PET surface against the incubation time was investigated.
he plot of fluorescence intensity versus incubation time (Fig. 4)
hows that fluorescence intensity increases rapidly during the first
wo-hour incubation and reaches a plateau after 8 h. This result
uggests the optimal incubation time for efficient protein immobi-
ization on PGMA-PET substrate.

.5. Protein loading capacity

The performance of protein microarrays can be greatly influ-
nced by the amount of immobilized probes. Generally, the larger

mount of probes is immobilized, the higher detection sensitivity of
he microarrays is obtained. However, the amount of immobilized
robe proteins does not increase linearly with its concentration in
he printing buffer due to the limitation of substrates loading capac-
ty. Since proteins (mostly antibodies or antigens) are expensive,
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w
equilibrium fluorescence intensity in response to a certain concen-
tration and R0 is the fluorescence intensity for a complete coverage.
ig. 3. Optimization of the printing buffer. Column A: 0.01 M PBS + 10% glycerol. C
lycerol + 0.003% triton X-100. Column D: 0.01 M PBS + 10% glycerol + 0.006% trito
BS + 10% glycerol + 0.012% triton X-100.

he immobilization has to be efficient for both the sensitivity and
conomy.

In this work, the loading capacity of protein on PGMA-PET was
ssessed with biotin-conjugated anti-rabbit IgG as an example pro-
ein. A series of double-diluted biotinylated antibody in a range
f 200–6.25 �g mL−1 were printed on PGMA-PET surface. After
ost-printing incubation for overnight and blocking with BlockerTM

asein in TBS, Cy3-conjugated streptavidin was applied to array
urface to produce fluorescence. Signal intensity as a function of
rinted concentrations of biotinylated anti-rabbit IgG is shown

n Fig. 5. The fluorescence intensity increases rapidly with the
ncrease of printed protein concentrations at low concentration
ange (below 100 �g mL−1), and then slow increase is obtained
hen the concentration is higher than 100 �g mL−1.

According to the Langmuir adsorption kinetics [40], the fraction
f occupied surface anchors, �, could be defined as

= �t

�0
(1)
here � t represents the surface concentration of immobilized pro-
eins and � 0 is the maximal concentration of immobilized proteins
hat could be achieved on the surface (a complete coverage). Then,
he surface adsorption and desorption kinetics could be described

ig. 4. Fluorescence intensity versus incubation time for immobilization of
00 �g mL−1 Cy3-labeled anti-goat IgG on PGMA-PET surface.

i
T
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n B: 0.01 M PBS + 10% glycerol + 0.001% triton X-100. Column C: 0.01 M PBS + 10%
0. Column E: 0.01 M PBS + 10% glycerol + 0.009% triton X-100. Column F: 0.01 M

s

d�

dt
= ka(1 − �)[A] − kd� (2)

here [A] is the probe concentration in printing solution, ka is the
ssociation rate constant, and kd is the dissociation rate constant.

When the adsorption and desorption reach equilibrium, i.e.
�/dt = 0, the equilibrium surface coverage, �eq, could be given by
he Langmuir adsorption isotherm

eq = K[A]
1 + K[A]

, thus

eq = K[A]R0

1 + K[A]
(3)

here K is the equilibrium coefficient, defined as K = ka/kd, Req is the
Fig. 5 also shows the fitting curve based on Eq. (3) by assum-
ng the fluorescence intensity of complete coverage (R0) as 45 000.
he fitting result indicates that the amount of immobilized protein

ig. 5. Dependence of fluorescence intensity on the printed concentrations of
iotinylated anti-rabbit IgG on PGMA-PET surface measured by experiments (scat-
er points) and the fitting curve (red line). (For interpretation of the references to
olor in this figure legend, the reader is referred to the web version of the article.)



1170 Y. Liu et al. / Talanta 77 (2009) 1165–1171

F tibod
d

r
s
a
i

3

m
i
m
2
a
1

w
a
I
e
p

i
o
c

ig. 6. Sandwich immunoassay on PGMA-PET surface. (A) Fluorescence images of an
ose–response curve of rat IgG detection.

eaches ca. 76% of the maximal loading capacity of the PGMA-PET
ubstrate when 200 �g mL−1 proteins are used. For both efficiency
nd economy considerations, the identified concentration was used
n the following microarrays fabrication.

.6. Performance of PGMA-PET-based protein microarrays

The dynamic range and limit of detection (LOD) of protein
icroarrays fabricated on PGMA-PET substrate was character-
zed by sandwich immunoassay with rat IgG and anti-rat IgG as
odel proteins. The antibody microarrays were produced with

00 �g mL−1 anti-rat IgG in the optimal printing buffer described
bove. Various concentrations of rat IgG from 10 �g mL−1 to
pg mL−1 with 10-fold dilution was used to incubate each array,

w
d
b
t
(

y microarrays exposed to different concentrations of rat IgG. (B) Double logarithmic

hile the diluent was added to another array and regarded as a neg-
tive control. After the incubations, the biotin-conjugated anti-rat
gG and Cy3-conjugated streptavidin were subsequently applied to
ach array for imagining analysis as described in the experimental
art.

Fig. 6A illustrates that the fluorescence intensity rises with the
ncrease of analyte concentration. After quantitative analysis of flu-
rescence images in Fig. 6A, a plot of fluorescence intensity versus
oncentrations of the analyte, rat IgG with both logarithmic axes

as obtained by using Origin 7.0. Fig. 6B shows the typical sigmoid
ose–response curve for rat IgG detection. The sigmoid curve has a
road linear range from 10 pg mL−1 to 1 �g mL−1. At the concentra-
ion above 1 �g mL−1, the dose–response curve displays a plateau
Fig. 6B). It indicates that the dynamic range is from 10 pg mL−1 to
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�g mL−1. LOD (the concentration corresponding to three SDs) [20]
s determined to be 10 pg mL−1. The results clearly demonstrate that
broad dynamic range and excellent LOD of protein microarrays on
GMA-PET are achieved.

As for the performance of protein microarrays, the dynamic
ange and LOD are the most two important parameters. Currently,
arious strategies have been developed to improve the performance
f protein microarrays. Wolter et al. prepared antibody microarrays
ased on poly(ethylene glycol) functionalized glass slides, then five
rders dynamic range and 0.08 ng mL−1 LOD were obtained [41].
chweitzer et al. performed microarrays immunoassay based on
olling circle amplification (RCA) reporter system, and achieved

dynamic range over five logs and LOD of 1 ng mL−1 IgE [42].
hile Zhou et al. reported three orders dynamic range and LOD of

pg mL−1 for protein microarrays based on 3D polyelectrolyte thin
lms prepared by Layer-by-Layer self-assembly [20]. Apparently,
rotein microarrays developed in this work show high performance

n both dynamic range and LOD, which is better than or compa-
able with the reported works [20,41,42] and the commercialized
LISA as well [40]. The high performance of PGMA-PET-based pro-
ein microarrays could attribute to the improved surface properties,
esulting in high surface area and high density of functional groups
or high protein loading capacity.

. Conclusions

In summary, a simple and efficient approach was described to
ntroduce high density of epoxy groups to PET surface by graft-
ng GMA photopolymer for high performance protein microarrays.
he surface modification was characterized by AFM topography and
R spectroscopy. For efficient immobilization and high microspots
uality, the printing buffer was optimized and determined to be
BS with 10% glycerol + 0.003% triton X-100. In addition, the opti-
al protein immobilization time and concentration were also

xamined by investigating protein immobilization kinetics and
rotein loading capacity. An excellent LOD of 10 pg mL−1 and a
ide dynamic range from 10 pg mL−1 to 1 �g mL−1 for protein
icroarrays is achieved, which is better than or comparable with

he reported and commercialized protein microarrays. This work
emonstrates that PGMA-PET substrate has great potential to be a
ovel polymeric platform for high performance protein microarrays
hrough a simple and economic manufacturing process.
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a b s t r a c t

Monodisperse magnetic C18 microspheres were prepared based on the three-step reactions of solvother-
mal reduction, silanization and alkylation. The microspheres are of uniform sizes in the range of
200–260 nm. The structure of synthesized magnetic C18 microspheres was studied by transmission elec-
tron microscopy, scanning electron microscopy, X-ray diffraction patterns, element analysis and vibrating
vailable online 27 August 2008

eywords:
agnetic C18 microspheres
ctadecyl microspheres
olid-phase extraction

sample magnetometry. This material has a high magnetic saturation value of 59 emu g−1 and is easy to
manipulate under a magnet. The prepared material was used for the preconcentration of the polycyclic
aromatic hydrocarbon in water. The effects of desorption solvent and the amount of adsorbent on the
preconcentration were also investigated. The results showed that the developed method was beneficial
for the preconcentration of PAHs of middle molecular weight.
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. Introduction

Polycyclic aromatic hydrocarbons (PAHs) are of concern due to
heir carcinogenicity and mutagenicity [1]. PAHs are a class of sev-
ral hundred individual compounds defined to be composed of two
r more fused aromatic rings and created when products like coal,
il, gas and garbage are burned but the burning process is not com-
lete. EPA prior controlled 16 PAHs were in the range of 2–6 fused
romatic rings and had different physical properties (volatilization
nd solubility) that brought the difficulties of their simultaneous
retreatment. Simple, rapid and effective methods are the ultimate
oal of developed pretreatment.

Magnetic solid-phase extraction (MSPE) is an excellent extrac-
ion method, which is a new procedure of SPE based on the use
f magnetic or magnetizable adsorbents. In this procedure mag-
etic adsorbent is added to a solution or suspension containing

he target analyte. The analyte is adsorbed onto the magnetic
dsorbent and then the adsorbent with adsorbed analyte is recov-
red from the suspension using an appropriate magnetic separator.
he analyte is consequently eluted from the recovered adsorbent

∗ Corresponding author. Tel.: +86 10 62792607; fax: +86 10 62792607.
E-mail address: jmlin@mail.tsinghua.edu.cn (J.-M. Lin).
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nd analysed. The main advantage of using magnetic functional-
zed material as adsorbent makes the sample pretreatment simple
2–5]. The adsorbent need not be packed into the SPE cartridges
ike the traditional SPE and the phase separation could be con-
eniently realized by applying an external magnetic field. Some
unctional magnetic materials were prepared and applied to sepa-
ation/preconcentration.

C18 materials have been widely used for the preconcentration
f enviromental organic pollutants because of their favorable sep-
ration ability, excellent stability and long lifetime [6,7]. Therefore,
he prepared magnetic C18 microspheres are expected to perform
xcellently in the aspects of adsorption and separation of the
ydrophobic substances from water sample. Magnetic C18 mate-
ial had been reported in the previous literatures [8,9], which had
een prepared according to the direct reaction between magnetite
nd octadecyltrichlorosilane. The materials are not stable when
hey are in the preservation because the magnetite is easy to be
xidized in the air. In this work, monodisperse and homogeneous
agnetic C18 microspheres with high magnetic saturation value

ere prepared based on the three-step reactions of solvothermal

eduction, silanization and alkylation. Silanization produced silica
s the shell of magnetite, which could not only protect the mag-
etite but also increase the surface area because of mesoporous
oatings. Moreover, silica-coating could introduce large numbers
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f hydroxyl group in the surface of particles and tune the magnetic
roperties of particles by changing its coating thickness. Meso-
orous silica-magnetite materials prepared using various methods
ere reported [10–13]. Here, the hydrolysis of tetraethyl orthosil-

cate (TEOS) was chosen to produce the silica shell. Furthermore,
agnetic Fe3O4 particle was chosen as the magnetic core due

o its simple, cheap and high yield synthesis method, especially
igh magnetic property to satisfy the requirement of magnetic
eparation. To the best of our knowledge, monodisperse and homo-
eneous magnetic C18 microspheres with high magnetic saturation
alues are reported first. Finally, MSPE method was established and
pplied to the preconcentration of polycyclic aromatic hydrocar-
ons in water.

. Experimental

.1. Reagents

Reference PAHs (16 compounds, each at 2000 �g mL−1) were
btained from Supelco (Walton-on-Thames, UK). The solution was
iluted with methanol to prepare 10 �g mL−1 stock standard solu-
ion. All solutions were stored and refrigerated at 4 ◦C. Then, the
orking standard solution was freshly prepared by diluting the
ixed standard solution with distilled water to required con-

entrations. FeCl3·6H2O, ethylene glycol, polyethylene glycol and
aAc were analytical reagents. Trichloro(octadecyl)silane (Aldrich),
EOS, trimethylchorosilane and triethylamine were used. Toluene
nd methanol were all of HPLC grade. All glasswares were cleaned
horoughly by soaking overnight in diluted HNO3 and rinsing with
ltra-pure water (Millipore, Bedford, MA, USA) and dried.

.2. Apparatus

SEM images were obtained on an S-3000N field emission
canning electron microscope (Hitachi, Japan). TEM images were
enerated with an H-800 transmission electron microscopy
Hitachi, Japan). XRD analysis was carried out on a Bruker D8
dvance powder X-ray diffractometer at a voltage of 40 kV and a cur-
ent of 40 mA with Cu K� radiation (� = 1.5406 Å). Element analysis
as obtained by the CE-440CHN/O/S elemental analyzer (Exeter
nalytical, Inc., USA). Magnetization measurements were studied

ith a vibrating sample magnetometer (VSM, LakeShore7307, USA).

A Shimadzu GCMS-QP2010 (Shimadzu, Kyoto, Japan) system
as equipped with a 30-m × 0.25-mm-i.d. fused-silica capil-

ary column with a 0.1-�m Rtx-5 ms coating (5% phenyl:95%
imethylpolysioxane). The carrier gas helium was maintained at

s
d
t
l

Scheme 1. Schematic synthesis of
2009) 1037–1042

constant linear velocity of 37 cm s−1. The injector port tempera-
ure was set to 280 ◦C in a splitless mode with the splitter activated
fter 1 min. The column was held at 70 ◦C for 1 min, increased to
80 ◦C at the rate of 25 ◦C min−1 for 2 min, then increased to 280 ◦C
t the rate of 15 ◦C min−1 for 2 min, finally increased to 300 ◦C at the
ate of 10 ◦C min−1 for 5 min. The mass spectrometer was operated
n the electron impact ionization (EI) mode with an ion source tem-
erature of 200 ◦C and the energy of electrons was kept at 70 eV.
nd the interface temperature was kept at 260 ◦C.

.3. Preparation of magnetic octadecyl modified silica gel

The process of preparation of magnetic C18 microspheres was
llustrated in Scheme 1. Firstly, the magnetic Fe3O4 microspheres

ere synthesized by a solvothermal reduction method; secondly,
he Fe3O4 microspheres were modified with TEOS; thirdly, C18
hain was bonded to the surface of silica gel modified magnetic
icrospheres through the Si–O–Si combination.

.3.1. Preparation of magnetic microspheres
Magnetic microspheres were prepared by a solvothermal reduc-

ion method [14]. 1.35 g FeCl3·6H2O was dissolved in 40 mL ethylene
lycol to form a clear solution, followed by the addition of 3.6 g NaAc
nd 1.0 g polyethylene glycol. The mixture was stirred vigorously
or 30 min and then sealed in a 50 mL teflon-lined stainless-steel
utoclave. The autoclave was heated and maintained at 200 ◦C for
2 h, then was cooled to room temperature. The black Fe3O4 micro-
pheres were washed several times with ethanol and dried at 60 ◦C
or 6 h in oven.

.3.2. Preparation of magnetic silica gel
The mesoporous silica shell was formed on the surface of the

e3O4 microsphere. The mesoporous silica shell was formed from
ol–gel polymerization method. 30 mg of the prepared magnetite
icrospheres was dispersed in 80 mL ethanol by sonication for
ore than 30 min. 3 mL of 15 M ammonia, 5 mL of deionized water

nd 100 �L of TEOS were added into the microspheres solution.
inally, the mixture was placed into a 40 ◦C water bath and vigor-
usly stirred for 2 h.

.3.3. Preparation of magnetic octadecyl modified silica gel

Before C18 functionalization, silica gel modified magnetic micro-

pheres were dried at 100 ◦C for 4 h under vacuum. 3 g of the
ried silica modified magnetic microspheres was added to 90 mL
oluene. The slurry was heated to boiling, and 10 mL of triethy-
amine and 1 mL of silane reagent were added in succession. The

magnetic C18 microspheres.
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ixture was then refluxed for 24 h. The magnetic C18 microspheres
ere obtained, which were washed and dried for use.
.4. General procedure

50-mg magnetic C18 microspheres were put into a 40 mL beaker
nd firstly cleaned and activated with n-hexane, acetone, methanol
nd distilled water in sequence. Then 20 mL of 0.5 �g L−1 PAHs

m
t
s
m
c

Fig. 1. TEM (a, b and c) and SEM (d, e and f) of magnetite microspheres, silica gel m
2009) 1037–1042 1039

queous solution was added into the beaker. The mixture was
onicated at room temperature for 1 min to form a homoge-
eous dispersion solution. After standing for 5 min, magnetic C18

icrospheres adsorbed PAHs were separated rapidly from the solu-

ion under a strong external magnetic field. After discarding the
upernatant solution, PAHs were eluted from the magnetic C18
icrospheres with 3× 1.5 mL of n-hexane. Then the solution was

oncentrated to 0.5 mL with a stream of nitrogen. Finally, 1.0 �L of

odified magnetic microspheres and magnetic C18 microspheres, respectively.
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ig. 2. XRD of (a) magnetite microspheres, (b) silica gel modified magnetic micro-
pheres and (c) magnetic C18 microspheres.

he PAHs eluate was analysed by gas chromatography–mass spec-
rometry (GC–MS).

. Results and discussion

.1. Structural characterization of prepared products

The size and shape of the prepared microspheres were examined
y transmission electron microscopy (TEM) and scanning electron
icroscopy (SEM) as shown in Fig. 1. Fig. 1a and d shows the pre-

ared magnetite microspheres to be fairly well dispersed, having
niform sizes in the range of 200–260 nm and are spherical. The sil-

ca shell thickness was estimated about 5 nm according to Fig. 1b.
he silica shell thickness could vary with the different dosage of
EOS and reaction time. But we found that 100 �L of TEOS in
0 mL ethanol was the best. If more TEOS was added, both the sil-

ca shell on the Fe3O4 microsphere and the pure silica particles
ould synchronously form, which make the prepared magnetic

18 microspheres impure. Fig. 1c and f shows that the prepared
agnetic C18 microspheres are monodisperse, homogeneous and
pherical.
According to the element analysis, the content of carbon of mag-

etite microspheres, silica gel modified magnetic microspheres and
agnetic C18 microspheres were 1.86, 1.56 and 5.11%, respectively,
hich proved that C18 group was bonded to the surface of silica gel

t
t
t
i
u

Fig. 4. The dispersion (a) and
ig. 3. Room-temperature magnetization curves of (a) magnetite microspheres, (b)
ilica gel modified magnetic microspheres and (c) magnetic C18 microspheres.

odified magnetic microspheres. It was noted that since the ferrite
ore was very easy leaching into the reaction liquor under the low
H [15], the alkalescence of reaction solvent was necessary during
he preparation of magnetic C18 microspheres.

In order to investigate the structure and composition of mag-
etite microspheres, silica gel modified magnetic microspheres and
agnetic C18 microspheres, X-ray diffraction patterns (XRD) were

mployed to analyze them. As shown in Fig. 2a, the patterns of
errite oxide were consistent with Fe3O4 (JCPDS 75-1609). Further-

ore, the silica shell and the bonding reaction have little effect on
he structure of Fe3O4 microspheres.

.2. Magnetic properties of prepared products

The magnetic properties of the prepared microspheres were
nvestigated with a vibrating sample magnetometer. As shown in
ig. 3, the magnetic saturation values are 87 emu g−1 for Fe3O4
icrospheres, 59 emu g−1 for silica gel modified magnetic micro-

pheres and 59 emu g−1 for magnetic C18 microspheres. When
ilica-coating was formed, the magnetic properties of micropar-

icles were weaker than the original Fe3O4 microspheres, since
he extent of dipolar coupling is related to the distance between
he particles and this in turn depends on the thickness of the
nert silica shell and provides hydroxyl group. The magnetic sat-
ration values of the silica gel modified magnetic microspheres

separation (b) process.
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Table 1
Linear range, regression coefficients (R2), limits of detection (LODs) and repeatability
(R.S.D., n = 3) of analytical method

PAHs Linear range (�g L−1) R2 LOD (�g L−1) R.S.D. (%)

NaP 10–800 0.9984 0.8 4.1
Acl 10–800 0.9958 2.8 5.2
Ace 10–800 0.9937 4.1 5.0
Fle 10–800 0.9963 1.6 3.8
Phe 10–800 0.9985 3.4 5.2
Ant 10–800 0.9992 4.2 4.5
Flu 10–800 0.9994 3.9 4.4
Pyr 10–800 0.9992 5.1 4.0
BaA 10–800 0.9971 5.8 4.1
Chr 10–800 0.9981 4.9 5.2
BbF 10–800 0.9947 3.5 4.1
BkF 10–800 0.9989 3.6 4.6
B
D
B
I

3

t
T
r
w
t
t
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b

3

0
i
F
5
tively. Relative standard deviations were less than 10% according
to the 3-time determinations. From the result we can see that the
ig. 5. The effect of desorption solvent on the extraction performance (adsorbent:
0 mg magnetic C18 microspheres, sample: 20 mL 0.5 �g L−1 spiked PAHs in aqueous
ample and desorption solvent: 3× 1.5 mL).

nd magnetic C18 microspheres are almost the same, which were
trong enough to be easily separated by external magnetic field
see to Fig. 4).

.3. Effect of desorption solvent

Three different common organic solvents (methanol, n-hexane,
ichloromethane; 3× 1.5 mL for each solvent) were used as elution
olvents to determine their impact on the recoveries and the results
re shown in Fig. 5. Among the three eluents, n-hexane provided
he best result.

.4. Effect of the amount of adsorbent

The amount of the adsorbent was investigated so that the adsor-
ent not only adsorbs sufficient analysts but also remains utilized.
0, 30, 50 and 75 mg of magnetic C18 microspheres were discussed
nd the result is shown in Fig. 6. 50 mg of magnetic C18 micro-

pheres could adsorb the analytes sufficiently and the recovery of
ost PAHs was quantitative. To the volatile PAH, there were lower

ecoveries in that they were high volatile and easy to loss in the
rocess of the manipulation.

ig. 6. The effect of the amount of adsorbent on the extraction performance (sample:
0 mL 0.5 �g L−1 spiked PAHs in aqueous sample, desorption solvent: 3× 1.5 mL n-
exane).

r
l
t

F
u
(
I

aP 10–800 0.9970 5.6 2.0
BA 10–800 0.9927 36 3.5
ghiPe 10–800 0.9942 7.6 10

DP 10–800 0.9959 7.9 7.0

.5. Evaluation of the method performance

Linearity range, limit of detection, accuracy and repeatability of
he method were investigated and the result is shown in Table 1.
he linearity ranges of analytical method of 16 PAHs were in the
ange of 10–800 �g L−1. Meanwhile, the regression coefficients (R2)
ere in the range of 0.9927–0.9994. Furthermore, the limit of detec-

ions (S/N = 3) of 16 PAHs were in the range of 0.8–36 �g L−1 and
he repeatability was calculated by the 3-time determinations of
00 �g L−1 standard sample. Analytical method has good repeata-
ility.

.6. Applications

The developed method was applied to determine 20 mL of
.5 �g L−1 spiked 16 PAHs tap water sample and the chromatogram

s shown in Fig. 7. The recoveries of NaP, Acl, Ace, Fle, Phe, Ant,
lu, Pyr, BaA, Chr, BbF, BkF, BaP, DBA, BghiPe and IDP were 35, 42,
0, 72, 93, 70, 90, 91, 76, 99, 74, 96, 72, 64, 70 and 85%, respec-
ecoveries of middle molecular weight PAHs were better than the
ow and high molecular weight PAHs, which is consistent with
he previous report [16]. The possible reason is the carbon length

ig. 7. Chromatogram of 16 PAHs in spiked water at a concentration of 0.5 �g L−1

nder the optimum extraction condition. Peaks: (1) NaP; (2) Acl; (3) Ace; (4) Fle;
5) Phe; (6) Ant; (7) Flu; (8) Pyr; (9) BaA; (10) Chr; (11) BbF; (12) BkF; (13) BaP; (14)
DP; (15) DBA; (16) BghiPe.
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nd solubility of C18 adapting to the middle molecular weight
AHs retentions. Furthermore, the investigation of our group on
he retention behavior of 16 PAHs on C30 adsorbents showed that
he longer carbon chain PAHs had stronger retention ability on
30 than on C18 [17]. The study also proved that high molecular
eight (5-6-ring) PAHs were retained more easily on C30 than on

18.

. Conclusions

Monodisperse magnetic C18 microspheres with a magnetic sat-
ration value as high as 59 emu g−1 were prepared successfully. A
apid, convenient and efficient pretreatment of PAHs using mag-
etic C18 microspheres as extraction materials was accomplished
ased on magnetic separation. Magnetic C18 microspheres extrac-
ion is possible to achieve automation and high-throughput with
he help of a magnet. It is believed that the magnetic C18 micro-
pheres have a good potential for the separation, purification and
reconcentration of environmental pollutants, pesticide residues
nd biological molecules.
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a b s t r a c t

The Electronic tongue (ET) composed of different kind of potentiometric chemical sensors has been applied
for the detection of urinary system dysfunctions and creatinine levels. The creatinine contents evaluated
by ET were compared with those obtained by automated Jaffe’s method and GC-MS, obtaining a satisfy-
ing agreement for both methods. Partial least square regression discriminate analysis (PLS-DA) and feed
forward back-propagation neural network (FFBP NN) classified 51 urine specimens from healthy volun-
teers in four classes, according to the creatinine content, showing that both techniques can satisfactorily
differentiate urines according to this parameter. The best accuracy result of 92.2% correct classification
Potentiometric electronic tongue
Urinary system dysfunctions detection
Creatinine analysis

of unknown samples was achieved with FFBP NN. Moreover, the possibility of ET system to distinguish
between urine samples of healthy patients, and those with malignant and non-malignant tumor diagnosis
of bladder has been shown.
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. Introduction

Urine clinical analysis is important for human health care since
t may provide parameters useful for diagnosis of some dysfunc-
ions or pathologies. Furthermore the degree of assimilation of
arious remedies as far as the intake of some drugs and doping
gents may be obtained by monitoring the patient urine com-
osition [1]. Finally, the analysis of urine samples in biological
onitoring is a preferred method to assess human exposures to

nvironmental and workplace chemicals, due to a simplicity of
urine sampling and because of sufficient amounts of sample
aterial available [2,3]. Among the different urine components,

reatinine is particularly interesting, because it is the end prod-
ct of muscle metabolism and it is excreted from the body by
rinary system [4]. The changes in urinary creatinine amount can
ndicate thyroid disorders, muscle wasting diseases such as mus-
ular dystrophy and can be widely used in a clinical analysis for the
etermination of the renal glomerular filtration rate as a marker of
idney dysfunction [5]. Moreover, in medical practice and particu-
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arly in drug discovery and biomonitoring applications, the content
f several urine components and especially of nonpersistent pol-
uting chemicals (i.e. compounds having short biological half-lives,
uch as most of pesticides, metals and drugs) and drug metabolites
s used to be represented in units relative to the urinary creati-
ine concentration, so-called creatinine-adjusted concentrations
2,6–8]. Therefore, the accurate and rapid assessment of creatinine
evels in body fluids is clinically important and remains one of the

ost requested in clinical laboratories [9].
Since many decades, Jaffe’s method is the most-used for cre-

tinine detection among a variety of analytical methods. The
ethod is based on the spectrophotometric detection at 500 nm

either end point or kinetic) of the orange-red colored complex
ormed by creatinine with picric acid under alkaline conditions [10].
ubsequently semi-automated and automated urinary creatinine
etection by modified Jaffe’s method were also reported [11,12].
esides this well-established spectroscopic procedure, separation
ethods such as high-performance liquid chromatography (HPLS),

igh-performance thin-layer chromatography (HPTLC), capillary

lectrophoresis (CE), gas- or liquid-chromatography in combi-
ation with mass spectrometry (GC/LC-MS) have been applied
ecently for urinary creatinine determination [13–16]. An applica-
ion of Surface Enhanced Raman Scattering Spectroscopy (SERS) on
0 nm colloidal gold particles for human urine creatinine detection



1 nta 77

h
m
o

a
i
m
n
[
a
a
h
s
u
e
p
a
e
i
r
o
a
l
o
c
y
S
c
E
3
d
s
c
fi

m
c
e
n
s
M
a

a
w
s
t
p
a
n
e
T
a
t
m
d
[

h
s
c
s
p
i
o

e
t
s
m
c
s
h
t
t
a
d
t
i

s
t
c
m
m
e
c
r
a
f
m
t
c

2

2

e
t
c
(
w
T
a
C
A
C
b
u
u

2

w
f
s
m
m
p
v
A
(

098 L. Lvova et al. / Tala

as been reported by Chiang and co-workers [17]. However, such
ethods often require multi-step separation and either derivation

f analyte.
After pioneering works of Rechnitz and co-workers [18,19]

significant progress has been made towards developing and
mproving enzymatic methods for creatinine biosensing [20]. Two

ain enzymatic schemes are used: (a) incorporation of creati-
ine deiminase with following amperometric ammonia detection
21] or potentiometric monitoring of ammonium-ion [22–25] (b)
pplication of three-enzyme system consisting of creatininase, cre-
tinase and sarcosine oxidase with a final detection of released
ydrogen peroxide [26–28]. In order to improve creatinine biosen-
or selectivity and stability a variety of modifications, such as the
se of electron-transfer mediators [29], immobilization [30,31] or
ither entrapping of enzymes in polymeric films [32,33], the use of
ermselective membranes [34] or employing an insoluble oxidizing
gent layer for removing redox-active interferences [35] have been
xplored. The novel approach for creatinine potentiometric sens-
ng has been suggested by Pandey and Mishra [36]. A bi-enzymatic
eactor containing creatininase and creatinase within two layers of
rganically modified ORMOSIL glass converts creatinine into urea
nd the latter is monitored by urea biosensor based on polyani-
ine pH electrode with immobilized urease layer. The application
f In-MOS capacitors as detectors in ammonia-N-sensitive probe
ombined with creatinine deiminase reactor for creatinine anal-
sis in biological fluids was reported by Winquist et al. [37].
ant et al. reported the development of miniaturized disposable
reatinine-sensitive enzymatic field effect transistor (Creatinine-
nFET) [38]. Creatinine-EnFET showed sensitivity at approximately
0 mV/pCreatinine in the 10–1000 �mol/l range. Being stored in
arkness at 4 ◦C sensors had 1 week lifespan with decrease of sen-
itivity in 2 times. The same authors performed the modeling of
reatinine-EnFETs in order to optimize sensors functionality in the
eld of hemodialysis applications [39].

However both classical spectroscopic, LGH-MS or enzymatic
ethods for urine components detection also if very selective, are

omplex, require sample pretreatment, professional operators and
xpensive equipment. Even if a volume of the analyzed sample is
ot a problem, it is often not possible to use it for other detections
ince these methods destruct a sample (derivatives are detected).
oreover, as mentioned above, the specific storage conditions and
short lifetime is a serious drawback of biosensors application.

An application of enzymeless chemical sensors and sensors
rranged in an array may appear a possible alternative method
hich can be used for routine urine analysis even in a small and

imply equipped laboratory. Moreover, it permits either to iden-
ify various urine samples or to detect at the same time several
arameters of the same sample. An enzymeless electrochemical
pproach for the selective and quantitative recognition of creati-
ine in human urine by using a preanodized screen-printed carbon
lectrode (SPE) has been demonstrated by Zen and co-workers [40].
he formation of a stable carbon–carbon bond between SPE surface
nd active methylene group of creatinine during a preconcentra-
ion step was identified by XPS. A potentiometric solvent polymeric

embrane sensor based on dibenzo-30-crown-10 ester has been
escribed and applied for determination of serum creatinine in rats
41].

Several applications of sensor arrays for body fluids analysis
ave been recently reported. Thus, an integrated micro fluidic
ystem permitting the simultaneous determination of ammonia,

reatinine, and urea by use of air-gap Severunghaus-type ammonia
ensors as transducers and creatinine deiminase and urease incor-
orated in the bottom of the flow channel have been fabricated

n [42]. A family of electrochemical thick film sensors composed
f screen-printed on polycarbonate plate working electrodes cov-

C
s
e
w
s

(2009) 1097–1104

red by various ion-selective PVC polymeric membranes, pO2 Clark
ype sensor and enzymatic urea, creatinine, glucose and lactate sen-
ors has been designed for use in biological fluids [43]. Microfluidic
iniaturized system permitting a dual determination of urea and

reatinine using two independent methods: electrochemical and
pectrophotometric in biological fluids during hemodialisis course
as been reported by Brzozka and co-workers in [44]. Bioelectronic
ongue composed of enzymatically modified all-solid-state sensors
ogether with sensors sensitive to ammonium, potassium, sodium
nd generic sensors to alkaline ions that allowed a simple direct
etermination of urea and creatinine in real urine samples without
he need of eliminating the alkaline interferences has been reported
n [45].

In this paper we focused on some particular applications of sen-
or array for analysis of human urine specimens. We have explored
he possibility to classify human urine samples according to the
reatinine level and detect the urinary system dysfunctions by
eans of the Electronic tongue (ET) composed of miniaturized
etallic sensors (metal of high purity and alloys) and ion-selective

lectrodes with PVC solvent polymeric membranes. The urinary
reatinine content evaluated by ET has been compared with the
esults obtained by automated Jaffe’s method and GC-MS. The
bility of ET to distinguish between 27 urine samples coming
rom healthy individuals and patients with malignant and non-

alignant bladder tumor diagnosis has also been investigated, with
he aim to explore the ET potentialities as a non-invasive and low
ost technique for the early monitoring of urinary tumors.

. Experimental

.1. Reagents

Poly(vinyl chloride) (PVC) high molecular weight, bis(2-
thylhexyl) sebacate (DOS), o-nitrophenyl octyl ether(o-NPOE),
ris(2-ethylhexyl)phosphate (TOP), potassium tetrakis(4-
hlorophenyl)borate (KTpClPB), tetradodecyl ammonium chloride
TDACL), monensin, nonactin and thenoyltrifluoroacetone (TTA)
ere purchased from Fluka Chemie AG (Buchs, Switzerland).

etrahydrofurane (THF), creatinine, billirubin, hydrocortisone, uric
cid, valproic acid and urea were purchased from Sigma-Aldrich
hemie GmbH (Steinheim, Germany). 2,4-Pentanedione was from
CROS (Italy), glacial acetic acid and hexane were purchased from
arlo Erba (Italy). 2,4-Pentanedione and hexane were distilled
efore use. All other chemicals were of analytical grade and were
sed without further purification. All solutions were prepared by
sing distilled water.

.2. Sensors preparation and evaluation

Electronic tongue consisted of 13 potentiometric sensors and
as supplemented by pH glass electrode (AMEL, Italy). Two dif-

erent types of sensors were employed: metallic electrodes and
olvent polymeric PVC-based membrane electrodes. Detailed infor-
ation on sensors composition is given in Table 1. Following
aterials were used for metallic sensors preparation: Co (99.99%

ure); brass (an alloy of Cu and 20 wt.% Zn); four alloys of sil-
er: Ag 42%–Cu 17%–Zn 16%–Cd 25%, Ag 60%–Cu 26%–Sn14%,
g 30%–Cu 26%–Zn 32%–Sn 2%, Ag 56%–Cu 22%–Zn 17%–Sn 5%

numbers in wt.%), two component alloys Sn 40%–Pb 60% and

u–P (copper doped with 7 wt.% of phosphorous). Metallic rods
ections of 3 cm length and 3 mm in diameter were cut and
mbedded within Teflon tubes. Electrical copper wire connections
ere soldered to the parts of rods protruded from Teflon. Sen-

or surfaces were flat, buffed with alumina slurries, cleaned in
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Table 1
Potentiometric sensors employed in Electronic tongue

N Material of metallic electrodes

1 Ag 42%–Cu 17%–Zn 16%–Cd 25%
2 Brass: Cu–Zn 20%
3 Ag 60%–Cu 26%–Sn 14%
4 Cu–P 7%
5 Ag 30%–Cu 26%–Zn 32%–Sn 2%
6 Ag 56%–Cu 22%–Zn 17%–Sn 5%
7 Sn 40%–Pb 60%
8 Co 99.99%

N PVC-based electrodes membrane components, wt.%

Plasticizer Ionophore, wt.% Additive, wt.%

9 o-NPOE Monensin, 3 wt.% TDACl, 1 wt.%
10 DEHS Nonactin, 1 wt.% –
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Table 2
Composition of multicomponent solutions mimicking human urine

Component Concentration range, mol/l

Na+ 5 × 10−2–1 × 10−1

K+ 1 × 10−1–1.9 × 10−1

Phosphatetotal 3.7 × 10−3–7.3 × 10−3

Creatinine 5 × 10−3–2 × 10−2

Cortisol 0–1.5 × 10−7

pHa 4.6–6.8

Drugs or sickness indicators
Valproic acid 2 × 10−8–1.4 × 10−7

Ethanol 2.2 × 10−3–4.3 × 10−3
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was added to bring the total volume to 1500 �l. In the case of
11 TOP TTA, 7 wt.% –
2 DEHS – KTClPB, 5 wt.%

13 DEHS – TDACl, 2 wt.%

ltrasonic bath, rinsed with methanol and dried on air. In order
o prevent possible contamination due to adsorption or either
recipitation of poorly soluble products, the sensors working sur-

ace was mechanically cleaned with a fine emery-paper, rinsed
ith methyl alcohol and distilled water before each measure-
ent.
PVC-based membrane sensors were prepared according to

common procedure. Membrane of 100 mg weight contained
–7 wt.% of defined ionophore and varying amount of lipophilic
dditives distributed in PVC/plasticizer (1:2) polymeric matrix.
embrane components were dissolved in 1 ml of THF and the
ixture was cast out on flat Pt electrodes (3 cm length, 3 mm in

iameter) incorporated in a Teflon body (AMEL, Italy). Before mem-
rane casting Pt electrodes were pretreated as for the other metallic
ensors. THF was allowed to evaporate overnight. Freshly pre-
ared all-solid-state sensors were soaked in 0.01 M NaCl at least for
4 h before first measurement. The potential differences between
ensors in array and the Saturated Calomel reference Electrode
SCE, AMEL, Italy) have been measured using a PC equipped high-
mpedance 16-channel analog-to-digital converter (Smartronix,
taly) with a precision of 0.1 mV and written into PC data files.
otentiometric behavior of PVC-based membrane electrodes was
xamined in 0.01 M KCl background. Calibrations were performed
y adjusting the calculated amounts of concentrated stock solu-
ions varying the concentration of different ions stepwise from
0−5 to 10−1 M at every 100 s. The response of discrete metallic
ensors towards aqueous solutions of several individual human
rine components (urea, creatinine, valproic acid, hydrocortisone,
ilirubin), in the range of their presence in urine was then exam-

ned. A content of dissociated forms of analyte in solution was
alculated according to the dissociation constants Kdis and pH.
t least two replicas with all metallic sensors were performed

or every material and three individual identical sensors were
valuated at the same time, in total number of repetitions was
= 6.

.3. Multicomponent solutions mimicking human urine

The measurements with ET were initially performed in mixed
olutions, mimicking the composition of human urine and pre-
ared as listed in Table 2. All solutions contained fixed amount

f urea (2 wt.%), the concentration of several components (creati-
ine, valproic acid, ethanol, inorganic ions) was changed stepwise,
hile content of others varied randomly. A half of model set (18
ot identical solutions) contained 1.5 × 10−7 mol/l of cortisol and

r
t
p
1

Bilirubin 0–2 × 10−5

Pb2+ 0–3 × 10−6

a Adjusted by addition of HCl 37 wt.%.

.3 × 10−5 mol/l of bilirubin. Multicomponent solutions of 36 dif-
erent compositions have been used for ET training and testing.

easurements were performed three times in each of 36 solutions
n a random order.

.4. Real urine samples

Urine specimens have been collected from 64 individuals of both
exes, with the following classification: 30 healthy volunteers with
nremarkable medical story, 17 patients with bladder tumor diag-
osis and 17 patients under cure with urinary system dysfunctions.
o dietary restriction was applied for all patients except one vege-

arian female subject. Early morning collected urine samples were
nalyzed without any pretreatment few hours after sampling. At
east two replicas were performed for each urine sample in the
ame day. Samples were measured in a random order. Urine sam-
les were stored at −20 ◦C if not analyzed immediately. Between
he measurements all sensors were conditioned in 0.01 mol/l KCl
olution. In order to maintain a proper blank sample, the aqueous
wt.% urea solution has been utilized to dilute urine specimens
hen required.

.5. Urine creatinine determination

.5.1. Jaffe’s spectrophotometric method
Determination of creatinine by modified Jaffe’s method (rate-

lanked and compensated) has been performed following a
ertified protocol [12]. Measurements were performed using a
itachi 902 automated analyser (Roche, Germany), which is rou-

inely applied for clinical biochemistry measurements. 1 ml of urine
amples was diluted 20 times and measured with alkaline picrate
t 505 nm.

.5.2. GC-MS method
Since creatinine is a low volatile compound, its derivatization

s required in order to facilitate the movement trough the GC col-
mn [13]. The derivatization method reported in the literature has
een utilized [46]. Creatinine was converted to the ethyl ester of
-(4,6-dimethyl-2-pyrimidinyl)-N-methylglycine by reaction with
,4-pentanedione and ethanol in the presence of acetic acid. Cre-
tinine (6.2 mg) was dissolved in 1 ml of ethanol and 500 �l of
lacial acetic acid in a glass tube. Aliquots of solution containing
f 500, 800, 1000 and 1150 �g of creatinine were transferred to the
eaction tubes, containing 500 �l of 2,4-pentanedione and ethanol
eal urine samples 500 �l of urine were immersed in a reaction
ube, containing 100 �l of glacial acetic acid and 500 �l of 2,4-
entanedione. Ethanol was added to the total mixture volume of
500 �l. The reaction tubes were briefly shaken and placed in the
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Fig. 1. A PCA score plot of urine specimens’ differentiation. In the figure:
(
h
w
t

P
i
(
p
a
s
s
N
artificial calibration solutions set and non-pretreated real urines on
PC1-PC2 plane, and this result support the exploitation of 36 artifi-
cial solutions set for ET training. It is interesting to note here that a
urine sample provided by a person following a strict vegetarian diet
100 L. Lvova et al. / Tala

ven at 85 ◦C for 60–70 h. The reaction mixture was then concen-
rated under a stream of nitrogen at room temperature. The product
as dissolved in 1 ml of hexane, transferred in silicone septum-

upped vials of 20 ml volume. These vials were heated in water
ath at 50 ◦C for 10 min and a solid phase microextraction (SPME)
f analyte from the vial headspace was performed for 20 min on
arboxen-polydimethylsiloxane coated fiber (Supelco, CAR/PDMS,
5 �m coating). The sample was then injected into a chromatogra-
hy column by SPME fiber stripping for 2 min at 250 ◦C.

A Shimadzu QP-2010 GC/MS system (Kyoto, Japan) was used.
fused-silica capillary column Equity-5 (Supelco, 30 m × 0.25 mm

.d., 0.25 �m film thickness) was used for separation. The column
emperature was held at 40 ◦C for 5 min and then programmed
o 300 ◦C in increments of 10 ◦C/min and held for 2 min. The split
atio was 3:1, helium flow rate was 3 ml/min, injection temperature
nd ion source temperature was 250 ◦C. The mass spectrometer
perated at 70 eV. Under these conditions the retention time of
he creatinine derivative was 20.3 min. The EI mass spectrum had

ost of the ion intensity concentrated at two masses: the smaller
eak at m/z 223 corresponding to the molecular ions of creatinine
erivative, and the base peak at m/z 150 resulting from the loss of
arbethoxy group –COOC2H5.

.6. Data analysis

Data analysis included identification, classification and quanti-
ative validation of humane urines. Identification was performed
sing Principal Component Analysis (PCA) technique. Partial Least
quare Discriminant Analysis (PLS DA) and Feed Forward Back
ropagation Neural Network (FFBP NN) were applied for speci-
en classifications. The autoscaling procedure was applied to the

ata. When the number of measurements composing the dataset
as not big enough to divide the dataset in a training and test

et, a leave-one-out validation was applied. Partial Least Square
egression (PLS) method was applied to train ET in multicomponent
rtificial solutions mimicking human urine and to correlate uri-
ary creatinine content determined by spectroscopic Jaffe’s method
nd GC-MS with ET response. The following commercially available
oftware was used: Unscrambler v.9.1 (2004, CAMO PROSESS AS,
orway) and v.7.8 (CAMO AS, Norway) and Matlab v.7.0 (2005, The
athWorks, Inc., Natick, USA).

. Results and discussion

.1. Urines discrimination

Early morning spot urine voids of 30 healthy volunteers, 9
atients with urinary system pathologies (6 of them were then
iluted in 10 and 100 times by 2 wt.% urea aqueous solution) and
blind non-urine control sample (in 3 replicates) have been mea-

ured in first experimental session. The aim was to investigate the
bility of ET to differentiate various urine specimens. It has been
ound that ET formed of metallic electrodes 1–4, 7,8 and sensors 9,
2, 13 (see Table 1) with PVC solvent polymeric membranes based
n monensine-ionophore, cation- (TpClPBK, 5 wt.%) and anion-
TDMACl, 2 wt.%) exchangers correspondingly clearly differentiates
rines of healthy persons and those with urinary system dysfunc-
ions, Fig. 1. Data were treated together with ET readings in a set
f artificial solutions mimicking in some way the composition of
uman urine, Table 2. The purpose of this measure was to inves-

igate the potential use of these artificial mixtures for ET training,
n order to determine several individual urine components con-
ent. As can be seen from Fig. 1, the similar response of ET in real
nd artificial urine specimens can be noticed especially analyzing
C1-PC2 plane, while some difference in score values appears alone

F
a

�)—artificial model solutions mimicking human urine; (�)—urine specimens of
ealthy volunteers, namely (�) vegetarian person urine void; (�)—urines of patients
ith urinary system pathologies; urines of sick patients diluted 10 (♦) and 100 (©)

imes; ( )—blind test sample. In the insert: ET sensor loadings plot.

C3. This difference decreases after the dilution of real urine spec-
mens 10 and then 100 times. From the values of sensors loadings
see insert in Fig. 1), the highest loading value alone PC 3 com-
onent (and hence, the strong sensor influence on samples scores
lone PC 3) can be noticed for TDMACl-based anion-exchanging
olvent polymeric membrane sensor 13. This finding may indicate
ome misbalance in anionic composition of artificial urine samples.
evertheless, dilute urine samples are clearly separated from both
ig. 2. ET discrimination of urine samples from patients with urinary bladder tumor
nd healthy patient controls.
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as distinguished by ET system from other urines. Moreover, a blind
ample was situated on the score plot near 100-fold diluted urine
amples corresponding in this way to a very dilute or either non-
rine sample (in fact, for self-control reasons, the ordinary black
eak tea preparation has been analyzed in this case).

.2. An application of Electronic tongue for monitoring of urinary
ystem dysfunctions

The second part of the work was devoted to explore the possi-
ility to monitor the presence of urinary system pathologies, and
amely urinary bladder tumors by a non-invasive urine measure-
ent with ET. All the sensors listed in Table 1 have been utilized for

hese measurements. In this experimental campaign only male sub-
ects have been considered in order to avoid the possible influence
f the patient gender on the final classification result. Twenty-
even urine specimens were collected: 16 malignant tumors, 1
on-malignant tumor, and 9 controls of healthy volunteers. No
ttention was paid to the age and a body mass/height index of
ubjects. Fig. 2 shows the scores plot of the first two principal com-
onent of the PCA model obtained with the above dataset. There is
clear separation between the tumor samples and the controls. It is
lso interesting to note that the urine sample coming from a patient
ith a non-malignant tumor is not close to the malignant tumor
rines suggesting a possible deviation from the chemical composi-
ion of tumors samples. However, in order to provide more general
onclusions on the last hypothesis a more deep study considering
ore than one subject is necessary.

.3. Quantitative detection of urine components

An attempt to found correlations between the overall ET
esponse and the content of several components in urine was
erformed employing regression method. ET (composed of all the
ensors listed in Table 1 and pH glass electrode) was trained in
ulticomponent solutions mimicking the composition of human

rine. Each of 36 solutions was repeatedly measured 4 times in

random order. All replicated measurements have been used as
training set except 4 replicated measurements of 9 randomly

hosen model urine solutions which were used as a test set with
nknown analyte content. PLS regression method was applied
or data elaboration. In Fig. 3 the result of PLS application model

o
C
i
a
a

ig. 3. The result of PLS1 prediction of (A) total alkali metal ions content, (B) inorganic a
odel solutions mimicking human urine composition, number of replicas n = 4, 9 sample
(2009) 1097–1104 1101

rained with 4 factors (4 PCs) is presented. The ET showed a good
redictive power for total content of alkali metal ions (root mean
quare error of training, RMSEC, and prediction, RMSEP, values of
.0075 and 0.0087 mol/l correspondingly; correlation coefficients
or the training and validation were Rtraining = 0.979, Rval = 0.975,
espectively), total phosphorous and chloride-anions content
RMSEC = 0.0016 mol/l, RMSEP = 0.0038 mol/l Rtraining = 0.995,
val = 0.993), and creatinine content (RMSEC = 0.0018 mol/l,
MSEP = 0.0019 mol/l, Rtraining = 0.943, Rval = 0.940).

From the above reported results the possibility of ET to mon-
tor the changes in urinary creatinine content seems to be the

ost remarkable result. Indeed, the high correlation of ET response
o total content of sodium and potassium cations in artificial
rine solutions could be well explained by the presence (and
he highest loadings) of highly-sensitive solvent polymeric mem-
rane sensors 9–10, 12 based on monensine (3 wt.%), and nonactine
1 wt.%) ionophors and cation-exchanger TpClPBK (5 wt.%) in the
T array. More interesting considerations can be made concerning
o the detection of chloride and total phosphorous content. Sol-
ent polymeric membrane sensor 13 based on TDMACl (2 wt.%)
nion-exchanger showed the major influence on PLS regression
esult (with the highest loading alone PC1, 67% of total system vari-
nce), but the application of the single sensor 13 for the detection
f chloride ion and especially for total ionic phosphorous content in
ulticomponent artificial urine solutions gave no adequate results

data not shown). The analysis of sensors loadings evaluated on PLS
raining step has indicated a high influence of metallic sensors 1,
, 6 formed of high-percentage silver alloys (42, 60 and 56 wt.% of
g correspondingly), copper containing sensors 2, 4 and metallic
o sensor 8 on the total phosphorous and chloride anions content
orrect determination. We explain such a phenomenon by a mixed
orrosion potential aroused from the partial oxidation-reduction
f the metal electrodes surface followed by a relatively fast forma-
ion of several low soluble products like AgCl, Ag3PO4, Cu3(PO4)2
nd Co3(PO4)2, on the sensors surface in the presence of chloride
nd phosphate ions. In the literature Meruva and Meyerhoff [47]
howed that the presence of phosphate ion enhances the corrosion

f Co metallic potentiometric electrode, shifting the potential of
o(0) oxidation to Co(II) to more negative potentials, which results

n negative shift in the mixed potential value of the system upon the
ddition of phosphate ions. Cobalt electrode is found to respond to
ll of the three forms of phosphate ions, namely, H2PO4

−, HPO4
2−,

nions concentration (chloride and total phosphorous), (C) creatinine content in 36
s have been chosen randomly and used as a test set for all 4 replicas.
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nd PO4
3−. The similar principle may be applied for the explanation

f Cu and Ag-alloy-based sensors behavior. Besides the formation of
nsoluble copper and silver phosphates, the Ag(0) oxidation to Ag(I)
s enhanced by the chloride ion presence, AgCl precipitated of on
he surface results in electrode partial transformation in chloride-
ensitive pseudo-Ag/AgCl metallic electrode of second kind. The
echanical cleaning and reconditioning of electrode surface recur-

ing after every measure ensure the sensors reproducibility.
As it was mentioned previously, the possibility of the ET system

o distinguish vegetarian subject urine from urines of all the other
ealthy volunteers without dietary restrictions was revealed on the
rine identification step. Hoogwerf et al. showed that urine creati-
ine values changed in conjunction with diet change [48]. Both total
rotein intake and red meat intake and further conversion of meat
reatine to creatinine are contributing variables in urine creatinine
ontent. This suggests why vegetarians have been shown to have
ower levels of creatinine in urine [49] and permit us to suppose
hat the difference in urinary creatinine content influenced the veg-
tarian and meat-eating subjects urines differentiation, Fig. 1. This
ounding is in correspondence with a good PLS correlation received
or evaluation of creatinine content by ET in 36 artificial solutions

imicking human urine composition, Fig. 3(B). According to a PLS
esult, metallic sensors 2–4 have the highest loadings alone PC1
omponent, explaining 79% of total variance. From the Table 1 it
s possible to note that all the mentioned sensors are mixed alloys

ith a relatively high copper percentage (Cu content is about 90,
0 and 26 wt.% for sensors 4, 2 and 3, respectively).

We can hypothesize the particular influence of copper on metal-
ic sensors sensitivity to creatinine. Recently Hsu et al. reported
n application of disposable copper-plated screen-printed carbon
lectrodes (CuSPE) for the determination of urinary metabo-
ites, creatinine in particular [50]. Detection has been performed
mperometrically in pH 7.5 phosphate buffer solution (PBS) with
onic strength 0.11 mol/l at −0.05 V versus Ag/AgCl reference elec-
rode. The mechanism of CuSPE sensitivity towards creatinine has
een explained by complexation at a copper electrode in neu-
ral medium, the same as the previously reported o-diphenol
esponse of CuSPEs [51]. Thus, authors proposed that initially hap-

ens the partial oxidation of Cu(0) to Cu(II), then the analyte form
weak complex intermediate by chelating Cu(II) ion, followed by

n electron transfer and dehydrogenation reaction with o-quinone
erivative formation. A similar complexation was noticed for amino

e
c
A

ig. 4. The result of PLS1 prediction of creatinine content in urines of healthy volunteers
affe’s method, 21 urine samples (11 female and 10 male in the 25–45 years old range); (B)
f replicas n = 3.
(2009) 1097–1104

cids at conventional copper electrodes at potential near 0 V fol-
owed by marked corrosion and dissolution of active material [52].
ince ET features the simultaneous utilization of several metallic
lloy sensors with varied copper percentage, an enhanced ability
o sense the change in urinary creatinine content may be achieved.
t is important to note here, that by using disposable electrodes it
s possible to avoid the time consuming cleaning and conditioning
rocedures. The work in this direction is now in process.

In order to prove the utility of ET for the determination of urinary
reatinine, we performed the comparison for creatinine content
btained using ET, spectroscopic Jaffe’s method and GC-MS tech-
ique. Urinary creatinine determination in 21 (11 female and 10
ale) healthy subjects by Jaffe’s method was performed following a

ertified protocol for clinical analysis laboratory. The peak area cor-
esponding to the 223 m/z and 150 m/z molecular ions of creatinine
erivative obtained from solutions with initial creatinine content
00–1150 �g (see Section 2 for details) and retained at 20.3 min
ere used for GC-MS calibration curve. The curve was linear in all

he concentration range, and the correlation coefficient was 0.9273.
ive urine specimens of 3 healthy male and 2 female subjects were
nalyzed (see Section 2 for details). The response of ET composed
f all the 13 potentiometric sensors (Table 1) and pH electrode was
hen correlated with the creatinine content determined by both

ethods. As can be seen from Fig. 4, the result obtained from ET was
n agreement with the results obtained with both techniques. The
orrelation coefficients for PLS regression with Jaffe’s method result
ere Rtraining = 0.910 and Rval = 0.857, while for GC-MS even higher:

training = 0.972 and Rval = 0.901, respectively. A leave-one-out val-
dation has been performed due to a relatively small amount of
nalyzed samples. Nevertheless, the obtained results may indicate
he high compatibility of ET with classical analytical methods and
tility for fast and simple evaluation of urinary creatinine changes
ith sufficient precision. The ET response in individual solutions of

everal urine components showed no influence of urea on the uri-
ary creatinine determination, in strict contrast of Jaffe’s method,
hich is strongly influenced by urea. Moreover, no correlation of

lkaline interferences is demanded on the contrary to the creatinine
iosensors with potentiometric ammonia ion determination.
At the last stage of the work we investigated the potential
xploitation of the developed procedure of urine specimen classifi-
ation according to creatinine content for biomonitoring purposes.
s it was already mentioned, the biological monitoring is a common

by means of Electronic tongue versus creatinine concentration determined by (A)
GC-MS in 5 urine samples (3 male and 2 female in 30–35 years old range). Number
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Fig. 5. PLS-DA result of ET application for urine analysis. (A) a PRESS-plot; (B) score plot of first two latent variables discrimination of 51 specimens of healthy volunteers
according to the creatinine concentration.

Table 3
PLS-DA and FFBP NN classification of 51 human urine specimens according to the creatinine content

Number of correctly classified samples PLS-DA FFBP NN

Class 1 Class 2 Class 3 Class 4 Class 1 Class 2 Class 3 Class 4

Class 1a 11 0 1 0 11 1 0 0
Class 2b 1 9 2 0 0 12 0 0
Class 3c 0 0 20 1 1 0 20 0
Class 4d 0 1 2 3 0 0 2 4
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Class 1: creatinine content <60 mg/dL.
b Class 2: creatinine content in a range 60–200 mg/dL.
c Class 3: creatinine content in a range 200–300 mg/dL.
d Class 4: creatinine content >300 mg/dL.

ethod to assess human exposures to environmental and work-
lace chemicals. For biomonitoring the content of nonpersistent
olluting chemicals and drug metabolites are represented in
reatinine-adjusted concentrations [2]. Due to a short biologic half-
ife of several body pollutants (see Section 1), the spot, usually
rst morning urine voids, are used in biomonitoring instead of the
raditional cumbersome 24 h urine collection.

Two chemometric approaches, PLS-DA and FF BPNN [53] have
een applied for classification of 51 urine specimens. Considering
hat the normal range of human urinary creatinine is 30–300 mg/dL
although in case of disorders or pathologies the amount may
xceed the upper limit), we divided the creatinine concentration
n four classes according the following intervals: Class 1: less then
0 mg/dL (low content); Class 2: between 60 and 200 mg/dL (nor-
al conditions); Class 3: between 200 and 300 mg/dL (alteration);

lass 4: higher than 300 mg/dL (dangerous for health). An autoscal-
ng procedure has been applied to the data before the utilization
f the PLS-DA. In Fig. 5(A) the PRESS plot of the PLS-DA model
s shown. The best result obtained with 12 latent variables was
4.31% of correct classification. The confusion matrix representing
he results of correct PLS-DA classification is shown in Table 3. This
esult is also put in evidence in the scores plot of the first two latent
ariables of the PLS-DA model where the Class 4 is overlapped with
he Class 2 and Class 1, Fig. 5B. The not satisfactory classification is
ue to a small number of samples belonging to the Class 3 respect
o the other classes that produce a biasing PLS-DA model. In order

o increase the system recognition performance, a FFBP NN was
tilized. The network architecture has been composed by only one
idden layer of 5 neurons. The ‘tansig’ function has been consid-
red as activation function for all the neurons. The classification
ate in training was around 99.50% while in the validation phase

r
f
w
s
m

2.16%. The confusion matrix of the validation results is shown in
able 3. In this case, the recognition performance is increased for
ll the classes and in particular for the Class 3 there is an improve-
ent of 16.6% respect of the PLS-DA performance (it was less than

5%). The present method can be of clinical value in preliminary
iagnosis of disorders to provide a prompt and simple technique in
outine analysis, due to its simplicity and reproducibility.

. Conclusions

In the present study the application of potentiometric ET com-
osed of miniaturized metallic sensors (metal of high purity and
lloys) and ion-selective electrodes with PVC solvent polymeric
embranes for clinical analysis of human urine. The ET showed a

ood predictive power for the total content of alkali metal ions, total
hosphorous and chloride anions content and urinary creatinine.
he ET response has been correlated with creatinine content deter-
ined by GC-MS and Jaffe’s method and a quite good agreement

ave been achieved for all the techniques. The ET data analysis has
hown that it is possible to predict with high accuracy (92.157%) the
oncentration range of the creatinine also in presence of a not well-
alanced dataset. It is reasonable to suppose that in presence of a
ell-balanced dataset the recognition performances could further

mprove. Moreover, with dedicated sensors set it has been possible
o divide tumors samples from the controls. Although this inter-
sting result should be studied in deeper detail, the method could

epresent a first step versus a non-invasive and low cost technique
or an early monitoring of urinary tumors. The good correlation
ith standard analytical methods, the possible modification of the

ensor array composition by simple sensor extraction or replace-
ent, long lifetime, easy maintenance and low cost of sensors
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In the work described here the extraction processes of carotenoids and chlorophylls were analysed
using two extraction techniques, namely ultrasound-assisted extraction and supercritical fluid extraction,
and the results are compared. The solvents used for the ultrasound-assisted extraction were N,N′-
dimethylformamide and methanol and for the supercritical fluid extraction, carbon dioxide. The raw
material studied was Dunaliella salina, a microalgae characterized by the high levels of carotenoids present
in its cellular structure. The results indicate that the supercritical fluid extraction process is comparable to
the ultrasound-assisted extraction when methanol is used as solvent. In addition, the supercritical extrac-
upercritical extraction
ltrasound-assisted extraction
arotenoids

tion process is more selective for the recovery of carotenoids than the conventional technique since it leads
to higher values for the ratio carotenoids/chlorophylls. Finally, the effects of pressure and temperature on
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icroalgae
unaliella salina

the extraction yields of th

. Introduction

At present, microalgae offer great possibilities for the isolation of
atural substances of significant commercial interest in industries
uch as pharmaceuticals, alimentary or cosmetic products. This fact
akes microalgae raw materials with a great deal of added value.
Within the wide variety of microalgae types, the marine species

n particular are able to produce a variety of substances with a range
f properties. These include polyunsaturated fatty acids (PUFAs)
1–3] that protect from cardiovascular illnesses, carotenoids, which
re precursors of vitamins and also show antioxidant activity [4,5]
nd prevent illnesses like cancer and cellular aging [6–8], tox-
ns and bioactive substances with a high antitumor capacity, and

icosporines that protect from UV radiation [9–11]. At present,
ociety demands products made with additives that are natural in
rigin and, wherever possible, are beneficial to human health. In
his sense, marine microalgae offer great possibilities as sources of

hese substances and have attracted close attention from the afore-

entioned industries due to the economic and social repercussions
hat the use of this type of additive has in the production of their
roducts. Many of these products are designed for direct human

∗ Corresponding author. Tel.: +34 956016458; fax: +34 956016411.
E-mail address: casimiro.mantell@uca.es (C. Mantell).
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ercritical fluid extraction process were studied.
© 2008 Elsevier B.V. All rights reserved.

onsumption and the extraction technique is extremely important
n terms of the appropriate technology to apply.

In this sense, the application of new techniques such as
ltrasound-assisted extraction (UAE) and extraction with fluids at
igh pressure or under supercritical conditions (SFE) constitute
xtraction methods that reduce the volume of solvent and the
xtraction time. In addition, in the case of SFE it is possible to
inimize the environmental impact of the use of volatile organic

ompounds (VOCs).
UAE is a good extraction method in comparison with the

ore traditional approaches due to its high efficiency, low energy
equirements and low solvent consumption. This technique has
een used systematically in the extraction of substances with

ow molecular weights [12] and bioactive compounds from plants
13,14]. The improvement in the extraction process on using ultra-
ound is related to the destruction of the cellular walls, reduction
f the particle size, and enhancement of the mass-transfer through
he cell wall due to the collapse of bubbles produced by cavitation
15,16].

Carotenoid extraction by SFE represents an alternative to the

onventional extraction technique due to the fact that the purifi-
ation stage is minimized and the extraction time is reduced [17].
he application of this technology in the recovery of pigments from
arine microalgae has been widely studied in recent years. Mendes

t al. analysed the supercritical extraction process on substances
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M.D. Macías-Sánchez et a

f pharmacological interest from different marine microalgae such
s Botryococcus braunii [18], Chlorella vulgaris [19] and Asthorospira
Spirulina) maxima [20]. Careri et al. [21], Macías-Sánchez et al.
22,23], Montero et al. [24], Mendiola et al. [25], Gouveira et al.
26] and Canela et al. [27] have applied supercritical extraction to
btain carotenoids from Spirulina platensis, Nannochloropsis gadi-
ana, Synechococcus sp., Chlorella vulgaris and Spirulina maxima,
espectively, with satisfactory results.

Dunaliella salina is a unicellular Chlorophyta alga of the Chloro-
hyceae class and Volvocales order. The main morphological
haracteristic that distinguishes this alga from the rest of the Volvo-
ales is the absence of a polysaccharide cell wall. For this reason,
. salina can be easily digested by humans and animals [28]. It

s a microalgae with a high efficiency for the conversion of light
nergy into biomass and it is also able to accumulate high levels of
-carotene when cultivated under stress conditions [29,30].

When D. salina is under appropriate cultivation conditions, it
an contain more than 10% of its dry weight as �-carotene (other
icroalgae and superior plants usually have a content of around

.3% in �-carotene). This massive accumulation of �-carotene
eems to be related to a protection mechanism to counteract the
ffects of solar radiation. In addition to �-carotene, this microalgae
ontains other pigments such as chlorophyll a and b, luteine and
iolaxantine. Depending on the light conditions it can also produce
nteraxantine and zeaxantine [31].

There are numerous reports in the literature that describe
he study of carotenoid recovery from D. salina using a range of
xtraction techniques [32]. The application of high pressure fluid
xtraction to this microalgae has been studied by several authors
n recent years [33,34]. In relation to the use of supercritical car-
on dioxide in the extraction of D. salina, only one study has been
eveloped, by Mendes et al. [20], and this involved an analysis of
he solubility of the cis- and trans-�-carotene isomers from this

icroalgae compared with the solubility of the synthetic trans-
somer. The results indicate that the latter compound has a lower
olubility in supercritical carbon dioxide than the natural ones.

The work described here involved a comparison of the UAE
rocess and the SFE process with carbon dioxide on carotenoids
nd chlorophyll. In addition, the program STATGRAPHICS plus 5.1
1994–2001, Statistical Graphics Corp.) was used to develop empir-
cal equations that have the capacity to predict the extraction yields
n the SFE of carotenoids and chlorophyll. The same program also
rovides useful information concerning the influence of variables
n the extraction yields of the process. In this sense, the effects of
emperature and pressure in the SFE of carotenoids and chlorophyll
ere analysed using a multilevel factorial experimental design.

. Experimental

.1. Raw material

The algal matter used in this study was provided by the
icroalgae Culture Collection of the Institute of Marine Sciences

f Andalusia (ICMAN-CSIC, Spain). The biomass was grown in sea
ater enriched with f/2 medium [35], at temperature in the range
0–35 ◦C and with atmospheric aeration. After growth was com-
lete, the biomass was lyophilized and stored in a refrigerator in
he absence of light until the extraction process was carried out.
.2. SFE

The experimental work was carried out in SFE equipment
micro-scale) from ISCO (Nebraska), model SFX 220. This equip-

ent has a 0.5 mL extraction cell and the solvent is supplied by a

t
s
a
T
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yringe pump with a capacity of 250 mL. The flow rate was con-
rolled manually at the exit of the installation by a thermostatic

icrometric valve [22].
The experimental procedure was as follows: firstly, the extrac-

ion cartridge was loaded with approximately 0.1 g of the
icroalgae sample, which was homogenized in order to maintain
constant apparent density in all the experiments; the cartridge
as then introduced into the extractor for 15 min to reach the
perating temperature; the extractor was pressurized with the CO2
ump; a static extraction was carried out under working conditions
uring 15 min; after this time, the micrometric valve was opened
nd kept at 60 ◦C. The solvent flow-rate for all experiments was
.5 mmol/min and the extraction time was 180 min.

The extracted samples were collected in glass tubes containing
ethanol. After the extraction process, the solvent was removed
ith a flow of nitrogen at 40 ◦C. The extracted product was dissolved

n 5 mL of methanol and was stored at 4 ◦C in the absence of light
ntil the measurements were carried out. All the experiments were
epeated two times.

.3. UAE

Methanol and N,N′-dimethylformamide (DMF) were the sol-
ents selected for the UAE of pigments from D. salina. A sample
f 0.105 g of lyophilized microalgae was suspended in 5 mL of the
olvent. The suspension was sonicated for 3 min in an ultrasound
pparatus from Selecta (Spain) and stored for 24 h at 4 ◦C. After this
ime, the extract was separated from the pellet and recovered by
entrifugation, immediately filtered through a 0.22 �m filter, and
nally stored at 4 ◦C in the absence of light until analysis was car-
ied out. The extraction process was repeated until the liquid extract
id not have any coloration (approximately 6 extraction cycles for
ethanol and 4 extraction cycles for DMF).

.4. Analytical methods

The total concentrations of carotenoids and chlorophyll were
etermined by measuring the absorbance of the samples using
U-2010 Spectrophotometer from Hitachi (Japan). The equation

roposed by Wellburn [36] was used for the determination of
arotenoid and chlorophyll concentrations in the samples of D.
alina. This equation has more parameters than other equations
resented in the literature and allows the determination of the
hlorophyll b contained in the samples.

The concentration of total carotenoids was calculated using the
ollowing equation:

total carotenoids (x+c) = 1000A470 − 1.63Ca − 104.96Cb

221
(1)

here A470 is the absorbance at 470 nm, and Ca and Cb are the
oncentrations of chlorophyll a and b calculated by:

a(�g/mL) = 16.72A665.2 − 9.16A652.4 (2)

b(�g/mL) = 34.09A652.4 − 15.28A665.2 (3)

here A665.2 and A652.4 are the absorbance values at 665.2 nm and
52.4 nm, respectively.

. Experimental results
The experimental results for the extraction yields obtained in
he extraction of chlorophylls and carotenoids from lyophilized D.
alina by SFE with carbon dioxide and UAE using DMF and methanol,
long with the carotenoids/chlorophylls ratios, are presented in
able 1 with the confidence limits considering a 95% of confidence
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Table 1
Extraction yields of carotenoids and chlorophylls

Pressure (bar) Extraction yields Ratio Car/Chlo

�g carotenoids/mg dry microalgae �g chlorophylls/mg dry microalgae

Temperature (◦C)
SFE-CO2

40
100

0.207 ± 0.004 0.197 ± 0.008 1.05
50 0 0 –
60 0 0 –

40
200

6.43 ± 0.26 0.086 ± 0.003 74.78
50 7.03 ± 0.14 0.071 ± 0.002 99.03
60 5.75 ± 0.06 0 –

40
300

6.30 ± 0.50 0.033 ± 0.003 191
50 6.31 ± 0.31 0.184 ± 0.013 34.28
60 14.92 ± 0.89 0.268 ± 0.011 55.66

40
400

7.67 ± 0.69 0.061 ± 0.004 125.77
50 7.28 ± 0.29 0.235 ± 0.009 30.99
60 12.17 ± 0.24 0.227 ± 0.005 53.63

40
500

4.06 ± 0.24 0.026 ± 0.002 156.31
50 1.08 ± 0.03 0.161 ± 0.006 6.72
60 9.30 ± 0.37 0.376 ± 0.019 24.74
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tively low temperatures (40 and 50 ◦C) the data obtained indicate
that the dominant effect is the solvent power of the carbon diox-
ide until a pressure of 400 bar is reached. Above this value, this
effect is unable to counteract the decrease in the solvent diffu-

Table 2
Estimated effect and analysis of variance for the supercritical extraction process for
carotenoids and chlorophylls

Variable Carotenoids Chlorophylls

Effects p-Value Effects p-Value
AE-methanol 14.1 ± 1.0
AE-DMF 27.7 ± 1.4

ar/Chlo: carotenoids/chlorophylls.

evel. The yields are expressed in �g of pigment per mg of dry
eight of microalgae.

. Discussion of results

.1. UAE

From the results presented in Table 1, it can be concluded that
he extraction yields obtained for carotenoids and chlorophylls on
sing DMF as the solvent in the ultrasound-assisted extraction are
igher than those obtained with methanol. These results indicate
hat the use of ultrasound facilitates the penetration of the DMF
hrough the microalgae cell membrane, thus increasing the recov-
ry of the pigments present in the raw material. This finding can
e corroborated if we consider that the resulting pellet from the
ethanol extraction still retains coloration, which is indicative that

his process is unable to extract all of the pigments present in the
ample.

As far as the carotenoids/chlorophylls ratio is concerned, the
xtraction with DMF gives higher values than that with methanol.
hese results show that DMF is more selective than methanol
n the recovery of carotenoids from chlorophylls. This behaviour
an be attributed to the fact that chlorophyll is heterogeni-
ally bound to other compounds in the chloroplast and at least
wo or even three fractions of chlorophyll exist in the chloro-
last. Therefore, the different polarities of methanol and DMF

ead to the extraction of different types of chlorophyll and this
ives rise to variations in the extraction yield of this substance
37,38].

.2. SFE

The results of the experimental design analysis are shown in
able 2. Estimates of the effects and interactions between the range

f variables under investigation are shown along with the analysis
f variance of the extraction process. The sign associated with each
f the effects indicates a positive or negative influence on the yield
f the process. The analysis of variance with the degree of signifi-
ance of each factor is represented in Table 2 by the p-value; when

T
P
T
P
T

2.5 ± 0.1 5.64
3.1 ± 0.1 8.93

factor has a p-value below 0.05 this factor influences the process
n a significant way.

The results obtained show that temperature and pressure
oth have a significant positive influence on the extraction pro-
ess of carotenoids and chlorophylls (p value <0.05). On the
ther hand, the combined interaction of these two variables only
as a significant positive influence on the extraction process of
hlorophylls.

.2.1. Effect of pressure
Analysis of the data presented in Table 1 shows that the maxi-

um extraction yield of carotenoids depends on the temperature.
t temperatures of 40 and 50 ◦C, the maximum extraction yield is
chieved at 400 bar, while at 60 ◦C the best value it is obtained at a
ressure of 300 bar. On the other hand, in the chlorophyll extraction,

t can be seen that at 40 ◦C the values of the extraction yields are
imilar and significant differences are not found. At 50 ◦C of temper-
ture, the highest extraction yield is obtained when the extraction
s carried out at a pressure of 400 bar, while at 60 ◦C the highest
hlorophyll yield is obtained at 500 bar.

For each temperature, an increase in the operating pressure
eads to two opposing effects: an increase in the solvent power
f the carbon dioxide and a decrease in its diffusivity. At rela-
emperature (T) 3.494 0.028 0.124 0.009
ressure (P) 5.561 0.011 0.179 0.005
T 5.747 0.5168 −0.047 0.517
P −14.742 0.3796 −0.071 0.380
P 3.214 0.120 0.210 0.003
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4.4. Comparison of SFE and UAE

A bar chart showing the comparison of the best results obtained
by SFE and those obtained by UAE using methanol and DMF as sol-
M.D. Macías-Sánchez et a

ivity and a decrease in the extraction yield of the process is
bserved.

On the other hand, at 60 ◦C the effect that prevails up to 300 bar
n the SFE of carotenoids is the solvent power of the carbon dioxide,
nd above this value an increase in pressure does not compensate
or the decrease in the diffusivity at 400 and 500 bar, a situation
hat leads to lower extraction yields. In the SFE of chlorophyll,
he increase in the dissolving capacity of the solvent with pres-
ure enables a larger amount of the solute to be recovered up to a
ressure of 500 bar.

These results are consistent with those obtained in previous
tudies in which the microalgae Nannochlorpsis gaditana [22] and
ynechococcus sp. [23] were used as raw materials, and also those
btained by Mendes et al. [20] in the extraction of carotenoids
rom Clhorela vulgaris working in the range 200–350 bar and
0–55 ◦C.

.2.2. Effect of the temperature
It can be seen from Table 1 that at a pressure of 200 bar the high-

st extraction yields are reached when the temperature is 50 ◦C.
his behaviour is similar to that observed in a previous study in
hich two different microalgae were used: Nannochloropsis gadi-

ana [22] and Synechococcus sp. [23]. At a pressure of 200 bar, the
light increase in the extraction yield observed on increasing the
emperature from 40 to 50 ◦C it is attributed to an increase in the
apour pressure of the solutes and the increase in the diffusivity
f the carbon dioxide. On the other hand, when the temperature is
ncreased from 50 to 60 ◦C, the effect that prevails is the decrease
n the density of the solvent and this is not compensated by the
ncrease in the diffusivity and the vapour pressure of the solutes to
e extracted.

The best extraction yields are obtained at a temperature of
0 ◦C when the operation is carried out at 300, 400 and 500 bar.
his behaviour is attributed to the fact that at these pressures the
ensity of the carbon dioxide is greater and, at the same time,
he increase in temperature causes increases in the solvent diffu-
ivity and the vapour pressures of the pigments being extracted,
hus favouring their dissolution and giving better extraction
ields.

.2.3. Carotenoids/chlorophylls (Car/Chlo) ratio
In order to define the best selective operating conditions for the

xtraction of carotenoids with respect to chlorophylls, the Car/Chlo
atios presented in Table 1 were analysed. Analysis of these data
eads to two conclusions:

The first consideration is that at operating pressures of 300,
00 and 500 bar, the ratio between carotenoids and chlorophylls
Car/Chlo) shows the same variation with temperature. In other
ords, this ratio decreases on increasing the temperature from 40

o 50 ◦C, and increases to the highest values when a temperature of
0 ◦C is reached.

The second conclusion is that the best pressure and tempera-
ure conditions to obtain the highest ratio between carotenoids and
hlorophyll are 300 bar and 40 ◦C. These conditions are the most
ppropriate to carry out the separation and purification of these
wo types of pigments.

.3. Empirical correlations
The program STATGRAPHICS was used to analyse the exper-
mental data and this enabled two empirical correlations to be
btained. These correlations are able to relate the variables that
nfluence the SFE extraction process of carotenoids and chlorophylls

ith carbon dioxide.
F
c

ig. 1. Estimated values for the extraction yields of carotenoids using the empirical
orrelation proposed.

In the case of carotenoid extraction, the expression proposed is
s follows:

= 61.890 + 8.430 × 10−2P − 2.940T − 1.843 × 10−4P2

+8.035 × 10−4PT + 2.873 × 10−2T2 (4)

here R is the yield of the extraction of carotenoids in �g per mg
f dry weight of microalgae, T the temperature [◦C] and P is the
ressure [bar]. The correlation coefficient obtained is 0.92.

Eq. (4) is represented in Fig. 1 for the different operating condi-
ions. A detailed analysis of the figure indicates that the estimated
alues are consistent with those obtained experimentally. The high-
st yield is obtained between 300 and 400 bar at 60 ◦C.

In the case of chlorophyll extraction, the empirical correlation
roposed is as follows:

= −0.170 − 1.644 × 10−3P + 1.394 × 10−2T − 8.817 × 10−7P2

+5.240P × 10−5T − 2.347 × 10−4T2 (5)

here R is the extraction yield of chlorophylls in g per mg of dry
eight of microalgae, T the temperature [◦C] and P is the pressure

bar]. The correlation coefficient obtained is 0.92, which is identical
o that obtained in the correlation for the carotenoids.

Eq. (5) is represented in Fig. 2 for the different operating condi-
ions. When D. salina was used as the raw material it can be seen
hat the graph leads to a similar conclusion to that described in Sec-
ion 4.2, i.e., the highest yield is obtained at a pressure of 500 bar
nd a temperature of 60 ◦C.
ig. 2. Estimated values for the extraction yields of chlorophylls using the empirical
orrelation proposed.
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ig. 3. Comparison of the extraction yields obtained by SFE and UAE on carotenoids
nd chlorophylls.

ent is shown in Fig. 3 along with the Car/Chlo ratios. Analysis of
his figure shows that, for the carotenoid and chlorophyll extraction,
he best extraction yields are obtained when the UAE is carried out
sing DMF as the solvent. On the other hand, the SFE is a more
fficient method for the recovery of carotenoids than UAE using
ethanol as solvent. As far as the Car/Chlo ratio obtained in the

FE process using carbon dioxide is concerned, it is possible to con-
lude that, in all cases, this ratio is higher than that obtained in the
AE process using methanol or DMF. This suggests that the super-
ritical extraction process is more selective than the conventional
ne.

. Conclusions

The best extraction yields of carotenoids on using D. salina as the
aw material are obtained at the maximum operating temperature
60 ◦C) and at a pressure of approximately 400 bar. The best yields
n the extraction of chlorophyll are achieved at 60 ◦C and 500 bar.

Supercritical carbon dioxide is a suitable solvent for the extrac-
ion of carotenoids due to the low polarity of these compounds. The
FE process is more selective than the UAE techniques when polar
igments, e.g. chlorophylls, are present in the raw material.
cknowledgements

The authors thank the Andalusia Council for their financial sup-
ort for this work.

[

[
[
[
[

anta 77 (2009) 948–952

eferences

[1] F. García, E. Molina, M.E. Martínez, S. Sánchez, Grasas y aceites 41 (1990) 13–18.
[2] A.P. Scott, C. Middleton, Aquaculture 18 (1979) 227–240.
[3] S. Fujita, T. Watanabe, C. Kitajiwa, Aquaculture 34 (1983) 115–143.
[4] G.W. Burton, J. Nutr. 119 (1989) 109–111.
[5] P. Palozza, N.I. Krinsky, Methods Enzymol. 213 (1992) 403–420.
[6] A. Bendich, J.A. Olson, FASEB J. 3 (1989) 1927–1932.
[7] A. Bendich, in: N.I. Krinsky, M.M. Mathews-Roth, R.F. Taylor (Eds.), Carotenoids:

Chemistry and Biology, Plenum Press, New York, 1990, pp. 323–335.
[8] N.I. Krinsky, Pure Appl. Chem. 66 (1994) 1003–1010.
[9] M.A. Borowitzka, L.J. Borowitzka, Microalgal Biotechnology, Cambridge Univer-

sity Press, Cambridge, 1988, p. 477.
10] R.C. Cresswell, T.A.V. Rees, N. Shah, Algal and Cyanobacterial Biotechnology,

Longman Scientific & Technical, 1981, p. 341.
11] Z. Cohen, Chemicals from Microalgae, Taylor & Francis, 2002, p. 444.
12] M. Wettasinghe, F. Shahidi, J. Agric. Food Chem. 47 (1999) 1801–1805.
13] S. Rodrigues, G.A.S. Pinto, F.A.N. Fernandes, Ultrason. Sonochem 80 (2007)

869–872.
14] V. Flores Péres, J. Saffi, M.I.S. Melecchi, F.C. Abad, R. Jacques, M.M. Martinez, E.C.

Oliveira, E.B. Caramão, J. Chromatogr. A (2006) 115–118.
15] L. Paniwnyk, E. Beaufoy, J.P. Lorimer, T.J. Mason, Ultrason. Sonochem. 8 (2001)

299–305.
16] M.H. Entazani, S.H. Nazary, M.H.H. Khodaparast, Ultrason. Sonochem. 11 (2004)

379–384.
17] L. Mathiasson, C. Turner, H. Berg, L. Dahlberg, A. Theobald, E. Anklam, R.

Ginn, M. Sharman, F. Ulberth, R. Gaberning, Food Add. Cont. 19 (2002) 632–
646.

18] R.L. Mendes, H.L. Fernandes, J.P. Coelho, J.M.S. Cabral, A.M.F. Palavra, J.M. Novais,
J. Appl. Phycol. 6 (3) (1994) 289–293.

19] R.L. Mendes, H.L. Fernandes, J.P. Coelho, E.C. Reis, J.M.S. Cabral, J.M. Novais, A.F.
Palavra, Food Chem. 53 (1995) 99–103.

20] R.L. Mendes, B.P. Nobre, M.T. Cardoso, A.P. Pereira, A.F. Palavra, Inorg. Chim. Acta
356 (2003) 328–334.

21] M. Careri, L. Furlattini, A. Mangia, M. Musci, E. Anklam, A. Theobald, J. Chro-
matogr. A 912 (2001) 61–71.

22] M.D. Macías-Sánchez, C. Mantell, M. Rodríguez, E. Martínez de la Ossa, L.M.
Lubián, O. Montero, J. Food Eng. 66 (2005) 245–251.

23] M.D. Macías-Sánchez, C. Mantell, M. Rodríguez, E. Martínez de la Ossa, L.M.
Lubián, O. Montero, J. Supercrit. Fluids 39 (2007) 323–329.

24] O. Montero, M.D. Macías-Sánchez, C.M. Lama, L.M. Lubián, C. Mantell, M.
Rodríguez, E. Martínez de la Ossa, J. Agric. Food Chem. 53 (2005) 9701–9707.

25] J.A. Mendiola, L. Jaime, S. Santoyo, G. Reglero, A. Cifuentes, E. Ibañez, F.J.
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a b s t r a c t

This paper reports the development of calibration models for quality control in the production of
ethylene/propylene/1-butene terpolymers by the use of multivariate tools and FT-IR spectroscopy.

1-Butene concentration prediction is achieved in terpolymers by coupling FT-IR spectroscopy to multi-
variate regression tools. A dataset of 26 terpolymers (14 coming from a constrained experimental design
for mixtures, plus 12 terpolymers used for external validation) was analysed by FT-IR spectroscopy. An
internal method of “Polimeri Europa” plant, based on 13C NMR spectroscopy is used to determine the per-
centage of 1-butene in the samples. Then, different multivariate tools are used for 1-butene concentration
prediction based on the FT-IR spectra recorded. Different multivariate calibration methods were explored:
principal component regression (PCR), partial least squares (PLS), stepwise OLS regression (SWR) and arti-
ficial neural networks (ANNs). The model obtained by back-propagation neural networks turned out to
Ethylene/propylene/1-butene terpolymers
Chemometrics

be the best one. The performances of the BP-ANN model were further improved by variable selection
procedures based on the calculation of the first derivative of the network.

The proposed approach allows the monitoring in real time of the polymer synthesis and the estimation
e pro

1

b
u
o

e

m
d

m

f
t
i
(

o
t
a
m
p
u

b

0
d

of the characteristics of th

. Introduction

Ethylene/propylene/1-butene terpolymers are synthetic rub-
ers or elastomeric materials able to endure high deformations
nder the action of relatively small efforts, and recover quickly the
riginal shape and dimensions when the effort is removed.

An example of section of macromolecular chain of a generic
thylene–propylene–1-butene terpolymer is represented as:

In this case, the terpolymers are statistical or random copoly-

ers: polymer chains in which the monomeric units are randomly

istributed.
The presence of 1-butene in terpolymers is studied to esti-

ate the possible improvements of the elastomeric performances

∗ Corresponding author. Fax: +39 0131 360250.
E-mail address: marengoe@tin.it (E. Marengo).
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duct attainable from the concentration of 1-butene.
© 2008 Elsevier B.V. All rights reserved.

or many different applications, regarding the automotive indus-
ry (section bars, radiating muffs, pipes, packings), the building
ndustry (windows, electrical cables) and household appliances
packings, porthole for washing machines).

The objective of this work is to perform the fast determination
f the concentration of 1-butene in ethylene/propylene/1-butene
erpolymers, by the application of experimental design techniques
nd multivariate calibration methods. The final aim is the achieve-
ent of a reliable model to be used during the monitoring of the

roduction process, controlling in real time the quality of the prod-
ct.

The determination of ethylene and propylene in copolymers can
e carried out exploiting the ratio between IR bands [1]. In the
ase of terpolymers the same procedure cannot be used for the
etermination of the % of 1-butene because of spectral superimpo-
itions that afflict quantitative FT-IR analysis [1]. In this case, the

oncentration of 1-butene can be determined by 13C-nuclear mag-
etic resonance (NMR) analysis [2], that is very precise but, in the
eantime very time consuming (it supplies the result after sev-

ral hours, spent for sample preparation, instrumental analysis, 13C
MR spectra treatment and area integration).
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This paper is mainly focused on the possibility of substituting
3C NMR spectroscopy with FT-IR spectroscopy for the determina-
ion of the percentage of 1-butene in ethylene/propylene/1-butene
erpolymers. A set of terpolymers coming from a constrained exper-
mental design for mixtures is produced in the “Polimeri Europa”
lant in Ferrara (Italy). The concentration of 1-butene in each final
roduct is then determined by 13C NMR spectroscopy and all prod-
cts are characterised by FT-IR spectroscopy.

Finally, different calibration tools are applied to the FT-IR spectra
ecorded for each product obtained, to achieve a suitable regression
odel relating the concentration of 1-butene to the IR spectrum.

he achievement of a reliable model would be of fundamental
mportance since the prediction of 1-butene concentration in future
roducts could be accomplished by the use of FT-IR spectroscopy

nstead of NMR determinations: the great time saving could allow
he monitoring of the terpolymer synthesis in real time.

Different multivariate strategies were compared here: principal
omponent regression (PCR) [3,4], partial least squares (PLS) [3–9]
nd the stepwise OLS regression (SWR) [3,4]. These linear methods
ere compared to back-propagation artificial neural network (BP-
NN) [10–16] in order to evaluate the presence of non-linear effects.

. Theory

.1. Quantitative methods for monomer determination of EPDM

.1.1. Infrared spectroscopy
IR test method ASTM D-3900 [1] covers the determination of the

roportion of ethylene and propylene in copolymers and terpoly-
ers over a range from 35% to 65% (w/w) of ethylene.
This test exploits the ratio between the absorbance of methyl

roups from propylene units at 8.65 �m (1156 cm−1) and the
bsorbance of methylene sequences from ethylene units at
3.85 �m (722 cm−1). A series of known EPM polymers (whose con-
entration is determined through 13C NMR spectroscopy) is used to
uild a calibration curve of A8.65/A13.85 versus % (w/w) of ethylene:

thylene (%) = a − b ln

(
A8,65

A13,85

)
(1)

here a and b are the regression coefficients to be calculated.
The propylene % is obtained as a complement to 100.
The ethylene % employed to build the calibration curve is

btained by the NMR spectroscopic determinations carried out on
set of samples covering the overall range of concentration.

In the case of terpolymers, the concentration of 1-butene can-
ot be determined through the ASTM method described because of
pectral superimposition problems at about 755 cm−1. So 13C NMR
2] spectroscopy is normally used.

.1.2. 13C NMR spectroscopy
13C NMR spectrometry is used to determine the molecular

omposition of a set of standard copolymers and to determine 1-
utene concentration in terpolymers: the NMR method is the same
sed in ASTM D-3900 to determine the monomer concentration
f the reference samples. The 13C NMR method used to determine
he 1-butene concentration is a internal procedure developed by
Polimeri Europa” company (Ferrara plant, Italy) and it is based on
he linear combination of spectral peaks attributed to the presence
f 1-butene.
Due to the long time of analysis, this method is not suitable for
real time monitoring of the production process of terpolymers.

herefore, calibration methods were explored to check the pos-
ibility of replacing the determination of 1-butene concentration
n terpolymers by NMR spectroscopy with FT-IR spectroscopy. The

(
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se of FT-IR spectroscopy in facts would allow the monitoring of
he production process in real time due to the faster instrumental
rocedure.

.2. Multivariate calibration methods

.2.1. Principal component regression (PCR) and partial least
quares (PLS)

Principal component regression [3,4] is a method for relating
he variations of a response (Y-variables) to the variation of several
redictors (X-variables), with explanatory or predictive purposes.
rincipal components are first calculated from the X-variables
atrix and then multiple linear regression is carried out on the

xtracted components to obtain the calibration model.
Partial least squares [3–9] models both the X- and Y-variables

imultaneously, to find the latent variables (LVs) in X that best
redict the latent variables in Y. These PLS-components (latent
ariables) are similar to principal components.

.2.2. Stepwise ordinary least squares regression
The most exploited method for selecting a small number of vari-

bles from the original data is stepwise regression [3,4], based on
wo fundamental strategies: forward selection (FS) and backward
limination (BE). The FS method was used here for variable selec-
ion.

FS method starts with a model where no variables are included
nd gradually adds a variable at a time until a determined criterion
f arrest of the procedure is satisfied.

The variable being included in the model in each step is the
ne providing the greatest value of an F-Fisher ratio, so that the jth
ariable is included in the model, with p variables already included,
f:

+
j

= maxj

[
RSSp − RSSp+j

S2
p+j

]
> Fin (2)

here: S2
p+j

= variance calculated for the model with p variables

lus jth variable; RSSp =
∑

p(yp − ŷp)2 = residual sum of squares
f the model with p variables; RSSp+j = residual sum of squares of
odel with p variables plus jth variable.
The F value thus calculated is compared to a reference value

Fin) usually set at values ranging from 1 to 4: 1 corresponds
o a more permissive selection, including in the final model a
arger number of variables, while 4 corresponds to a more severe
election.

.2.3. Artificial neural networks
Artificial neural networks (ANNs) [10–19] are mathematical

lgorithms that allow to solve complex problems by simulating the
uman brain functioning. In this work, the back-propagation net-
ork (Fig. 1) was applied: which is the most popular network used

or calibration. It consists of:

an input layer, where each neuron is associated to an experimen-
tal variable (in this case the wavelengths of IR spectra);
one or more hidden layers with optimal number of neurons;
an output layer, where each neuron is associated to a response
(in this case 1-butene concentration).
The signal moves from the input layer towards the output layer
feed-forward).

In every neuron of the hidden and output layers, the signals
oming from each neuron of the previous layer are accumulated by
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Fig. 1. Sche

pplying a multiplying weight. The portion of signal that is trans-
erred is regulated by a transfer function, often having a sigmoid
hape.

In this process, each experiment of the training set is presented
n turn to the network and the weights are corrected to decrease the
rror committed by the network in estimating the corresponding
esponses. In each cycle, constituting a learning epoch, all exper-
ments are presented once to the network; the iterations of the
earning epochs are repeated until the network produces satisfac-
ory results.

Two parameters, called learning rate (set here at 0.3) and momen-
um (set here at 0.3), are used for controlling the size of weight
djustment along the descending direction and for dampening
scillations of the iterations.

The number of hidden layers and neurons in each hidden layer
nd the geometry of the network (i.e. the connection of the neurons
f different layers) must be selected in order to achieve a satisfac-
ory fitting ability associated, in the same time, to a satisfactory
redictive ability.

The secret of building successful neural networks is to know
hen to stop the training phase (Fig. 2): if the net is trained for a

hort time it will not learn the data patterns, while if it is trained
or too long, it will learn the noise and memorize the data by heart
overfitting). In order to solve the problem of overfitting the valida-
ion procedure adopted is fundamental. To this purpose, the dataset
s splitted in three sets:

training set, used for training the network (model
building);
test set, used for selecting the end of the training phase (cor-
responding to the minimum error committed on the test set
(Fig. 2));
production set, used for testing the predictive ability of the net-
work.

A large number of variables contrast with the use of ANNs since

t increases the risk of overfitting: therefore it is sometimes neces-
ary to reduce the size of spectral datasets. In this case, this was
chieved by substituting 10 subsequent wavelengths with their
verage absorption. This transformation reduces the number of
avelengths to 236.

ig. 2. Typical behaviour of the error of the training and test set during ANN training
pochs.
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a BP-ANN.

.2.3.1. Derivative of the network. ANNs can be considered as
black-boxes”: this means that the contribution of the input vari-
bles in predicting the value of the output is difficult to disentangle
ithin the network. Consequently, input variables are often entered

nto the network and an output value is generated without gaining
ny understanding of the inter-relationships between the variables
.e. without gaining any explanatory insight into the underlying

echanisms being modelled by the network. This disadvantage can
e bypassed by the calculation of the first derivative of the network
ith respect to the input variables [18,19]. The first derivative allows

he interpretation of the influence of each input variable on the final
esponse; this feature can be used to perform variable selection:
nput variables not showing a relevant influence on the response
an be eliminated allowing a more reliable predictive ability of the
nal model (i.e. reducing overfitting).

The value of the ANN first derivative is calculated for each input
ariable (variables are scaled from −1 to +1) for the samples present
n the training set. Small variations are applied to one variable at
time in turn for each ith sample of the training set, keeping the
riginal values of all the other variables. The variations applied here
orrespond to ±0.0001 for each jth variable:

+
i,j

= xi,j + 0.0001 (3)

−
i,j

= xi,j − 0.0001 (4)

The derivative of each jth variable for each ith sample, di,j, is then
omputed as:

i,j =
y+

i,j
− y−

i,j

2 × 0.0001
(5)

here: y+
i,j

= response given by the network for the ith object when
positive variation is applied to the jth variable according to Eq.

3); y−
i,j

= response given by the network for the ith object when a
egative variation is applied to the jth variable according to Eq. (4).

The values of derivative thus calculated range from −1 to +1.
alues of first derivative close to the extremes (±1) correspond to
ariables relevant for the determination of the final response (the
ositive or negative sign of the value is related to variables increas-

ng or decreasing respectively the experimental response), while
alues around zero correspond to non-relevant variables. The first
erivative can therefore be used for variable selection: the variables
ot characterised by a relevant effect on the final response can be
liminated from the model in order to reduce overfitting.

.2.4. Models evaluation
The fitting ability of artificial neural models and regression mod-

ls was evaluated by the coefficient of multiple determination, R2
tr,

alculated as:∑ 2

2
tr = 1 − i=1,n(ŷi − yi)∑

i=1,n(yi − ȳ)2
(6)

here: n = number of samples of the training set;
ˆ i = predicted value of the response for the ith experiment;
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Fig. 3. Example of the distribution of experiments in simplex-centroid design

i = experimental value of the ith experiment; ȳ = average
esponse of the n experiments.

An analogous expression is used to evaluate the predictive abil-
ty of the models using the experiments of the production set: in
his case the coefficient of multiple determination is indicated as
2
pro. This coefficient is able to provide an estimation of the predic-
ive ability of the network in conditions similar to the real use of
he network when estimating new unknown situations, so it is a
alid and efficient estimate of its genuine predictive ability.

The root mean square error (RMSE) between measured and pre-
icted values is estimated as:

MSE =
√∑

i(ŷi − yi)
2

n
(7)

This parameter can be calculated using both the training (root
ean square error of fitting, RMSEF) or the production (root mean

quare error of prediction, RMSEP) set of experiments, to achieve
nformation about fitting and predicting ability respectively.

The significance of each model was calculated by ANOVA and by
F-Fisher test:

calc = MSreg

MSr
=

∑
i=1,n(ŷi − ȳ)2/1∑

i=1,n(yi − ŷi)
2/n − 2

here: MSreg = sum of squares due to regression divided by the
orresponding degrees of freedom (1); MSr = sum of squares due
o residuals divided by the corresponding degrees of freedom
n − 2); n = number of samples used to build the model (training
et); yi = experimental response for the ith object of the train-
ng set; ŷi = response of the ith object predicted by the model; ȳ =
verage experimental response for the training set.

If it is verified the relationship:

calc > Ftab(˛=0.05;�1=1;�2=n−2)

he model calculated is statistically significant. The
tab(˛=0.05;�1=1;�2=n−2) value is tabulated for a fixed significance
evel (here: ˛ = 0.05, corresponding to a probability level of 95%)
or �1 = 1 and �2 = n − 2, degrees of freedom. For all the models
alculated, Ftab(˛=0.05;�1=1;�2=12) = 4.75.

.3. Experimental design for mixtures
The study of mixtures [20] is of particular interest in the indus-
rial field. The components of a mixture are not independent from
ach other as the sum of their concentration must be close to 100%.
his means that, in the case of a three components mixture, the
hysical space that corresponds to all possible mixtures has the

p
t
m

f

d example of experimental domain generated from constrained mixtures (b).

hape reported in Fig. 3(a): the physical domain is limited to the
quilateral triangle, where each vertex corresponds to a pure com-
onent while points on the edges correspond to binary mixtures.
herefore, each three-component mixture can be represented by a
oint pertaining to this equilateral triangle, usually called simplex.

n the case of a two-component mixture, the point correspondent
o each mixture can vary on a segment, while in the case of four
omponents the physical domain assumes the shape of a tetrahe-
ron.

The interest is often focused on specific areas of the domain, so
hat it is further limited by bounds and assumes shapes like the one
eported in Fig. 3. The presence of minimum and maximum bounds
n a single component corresponds to cuts of the domain parallel to
he faces of the simplex. In the case of ternary mixtures (Fig. 3(b)),
he bounds are represented by the segments corresponding to cuts
arallel to the edges of the triangle.

The experimental domain for mixtures can be sampled by sev-
ral experimental design strategies: the ones more exploited are
he simplex-lattice and the simplex-centroid design [20]. Here,
iven the presence of boundaries on the concentration of the com-
onents, the simplex was explored performing experiments on the
ertices, in the centre of the edges and in the overall centre of the
onstrained domain.

. Experimental

.1. Experimental design

The problem was characterised by three factors corresponding
o the three monomers used for terpolymers production, with the
onstraints indicated hereafter:

ethylene % (w/w) = 65–70,
propylene % (w/w) = 5–25,
butene % (w/w) = 5–25.

Because of the presence of the constraints, the experimental
omain has the complex shape delimited by the nine mixtures
epresented in the blow-up (Fig. 4(b)). The experimental design
dopted required to perform experiments in the vertices of the con-
trained region, in the centre of its edges and in its overall centre.
ince the samples came from the production process, it was not

ossible to obtain mixtures perfectly coincident with those fixed by
he experimental design: the mixtures used to build the calibration

odels were the most similar to the ideal ones (Fig. 4(c)).
Further 12 mixtures within the experimental domain were used

or validating the calibration models.
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All terpolymer samples correspond to the products obtained
rom the production in “Polimeri Europa” society (Ferrara plant,
taly). The dataset of terpolymers, consisting in 26 samples, was
ivided in three groups:

13 products out of the 14 defined by the experimental design in

the training set (for the construction of the model) and the one
left out in the test set (leave-one-out procedure): this process was
iterated on all the 14 experiments on the experimental design;
12 products in the production set (to calculate the predictive ability
of the model from genuine predictions).

p
o
p
a
t

Fig. 5. Typical IR spectrum of a generic terp
ntal design (a and b); actual experiments performed (c).

.2. FT-IR and NMR spectroscopy

The 26 terpolymer samples were characterised by infrared spec-
roscopy (range: 5000–450 cm−1) and analysed through 13C NMR
pectroscopy to determine 1-butene concentration.

The transmittance infrared spectrum of a generic ethylene/

ropylene/1-butene terpolymer is shown in Fig. 5. The assignments
f each band are indicated in Table 1. IR spectra were recorded on
olymeric films obtained by pressing 0.2 g of sample between two
luminium sheets at 120 ◦C at a pressure of 10 Tons for 60 s. IR spec-
ra were recorded by a PerkinElmer FT-Spectrum One System with

olymer ethylene/propylene/1-butene.
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Table 1
Band assignments of the IR spectrum of Fig. 5

Band (cm−1) Description

4334 Combination of vibrations of bending and stretching
asymmetric of tie CH of methyls

4252 Combination of vibrations of bending and stretching
asymmetric of tie CH of the methylenes

3380 Residual catalytic
2672 Armonica of the bending symmetrical of the CH3
1735 Additive (anti-oxidant)
1456 Vibrations of bending of asymmetric CH2 and CH3
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Table 2
%Cumulative explained variance in Y of each principal component/latent variable in
PCR and PLS models

Principal Components PCR Latent variables PLS
Y –%cumulative
variance

Y –%cumulative
variance

PC1 28.67 LV1 81.54
PC2 93.77 LV2 96.12
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1374 Vibrations of bending of the symmetrical CH3
1156 Vibration of wagging of the CH3
755 Vibration of CH2 of the butene
722 Vibrations of rocking of the CH2

6 scans and a resolution of 2 cm−1, using a deuterated triglycine
ulfate (DTGS) detector.

NMR determinations were carried out by a Bruker Avance-300
pectrometer collecting 6600 scans at 120 ◦C with a pulse angle 90◦

nd pulse repetition of 20 s, using tetrachloroethane-d2 (C2D2Cl4)
s solvent. The protocol followed to calculate the 1-butene concen-
ration in terpolymers is not reported here since it is an internal
rocedure of “Polimeri Europa” (Ferrara, Italy). The actual range of
-butene concentration calculated on the 26 terpolymers by NMR
pectroscopy was between 4.2% and 24.8%.

Each spectrum was described by 2358 wavenumbers; all cali-
ration models investigated (PCR, PLS, SWR, ANN) were calculated
sing the first derivative of each infrared spectrum collected: this
rocedure was used to eliminate drift effects. For what regards PCR,
LS and SWR models, no other spectra pre-treatment was applied.
or what regards instead ANNs, a smoothing procedure was applied
o reduce the number of input variables at about 1/10 of the num-
er of original variables, for calculation problems. A moving average
moothing procedure with step 10 was applied: the first derivative
f 10 subsequent variables was substituted by their average, giving
total of 236 input variables.

.3. Software

PCR and PLS models were calculated by “The Unscrambler” v.
.5 (Camo, Norway); SWR models by Statistica v 7.1 (Statsoft, USA)
nd ANNs models by Neuroshell 2 (Ward Systems Group, USA).
raphical representations were built by Excel 2003 (Microsoft Cor-
oration, USA) and Statistica.

. Results and discussion

.1. PCR and PLS

PCR and PLS were applied to the spectra of the 14 terpolymers

f the training set. The first derivative of the wavelengths of the
nfrared spectra were considered as X-block variables and 1-butene
oncentration as the Y-variable. Data were mean centred. Table 2
eports the % of cumulative explained variance for PCR and PLS
espectively.

t
w
o
t
e

able 3
ummary of R2, RMSE for the concentration of 1-butene and Fisher-F value for all the line

R2 (training) R2 (prod

CR – 14 objects training set, 2358 original variables 0.98 0.92
LS – 14 objects training set, 2358 original variables 0.99 0.94
WRs – Fin = 4 14 objects training set, 6 original variables 0.99 0.92
WRs – Fin = 6 14 objects training set, 3 original variables 0.99 0.94
P-ANN – 5 neurons hidden layer, 14 objects training set,
236 original variables

0.97 0.98
C3 98.69 LV3 99.36
C4 99.06 LV4 99.79
C5 99.13 LV5 99.93

The first three PCs/LVs explain 98.69% and 99.36% of the total
ariance of the dataset using PCR and PLS respectively, and were
etained as significant. From Table 3 it can be noticed that PCR
nd PLS models perform satisfactorily both in fitting and predic-
ion, even if PLS guarantees better results with respect to PCR. Both

odels appear statistically significant, as confirmed by the F value
eported. Fig. 6 shows the predicted versus experimental values
or the training (represented as asterisks) and the production sets
represented as circles) for PCR (Fig. 6(a)) and PLS models (Fig. 6(b)),
espectively. It can be noticed that PLS performs better than PCR,
specially in prediction: even if the coefficients of multiple determi-
ation of the training set are similar, the PLS model shows a better
redictive ability (R2

pro = 0.92 and RMSEP = 1.83 in PCR; R2
pro = 0.94

nd RMSEP = 1.58 in PLS).

.2. Stepwise OLS regression

A stepwise regression was then carried out on the original vari-
bles and compared to the results obtained by PCR and PLS. The
tepwise procedure was applied with forward selection. The anal-
sis was carried out with different Fin values ranging from 3 to 10.
wo different results were obtained depending on Fin < 5 or Fin > 5.

Table 3 shows that the best predictive ability using stepwise OLS
s obtained when Fin = 6. In this case the procedure selects an opti-

al subset of only three original variables at 499 cm−1, 750 cm−1

nd 2447 cm−1. Again, the significance of the model is confirmed
y the F value. The experimental versus predicted concentrations
f 1-butene for the samples of the production set for this model are
hown in Fig. 6(c).

The results obtained prove that SWR, when compared to PLS, can
lightly improve the predictive ability since it guarantees a lower
oot mean square error (RMSEP). Moreover, the SWR model pro-
ides a considerable variable reduction, confirming that the band
t 750 cm−1 is the most related to the presence of 1-butene.

.3. Back-propagation network

PCR, PLS and stepwise OLS assume a linear relationship between

he X- and Y-variables. The presence of significant non-linear effects
ould lead to large prediction errors using these regression meth-

ds. Artificial neural networks can solve this problem: they have
he ability to virtually approximate any function in a stable and
fficient way.

ar and non-linear regression procedures adopted

uction) RMSEF RMSEP Fcalc = MSreg/MSr, Ftab(˛=0.05;�1=1;�2=12) = 4.75

0.78 1.83 911.41
0.54 1.58 1877.06
0.29 1.79 45881.23
0.61 1.46 3207.10
1.22 0.85 62.16
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ig. 6. PCR (a) and PLS results (b): predicted versus experimental concentration of 1
rend of the training set); stepwise OLS results (Fin = 6) (c): predicted versus experi
he trend of the production set); best BP-ANN results without variables selection (d
xperimental concentration of 1-butene for production set (©) (the regression line

Considering the low number of samples in the training set, the
amples of the production set previously used for validating linear
egression models, were used for the selection of the test set in
P-ANN. The production set of the network is constituted by the
ample eliminated in turn from the test set. Therefore, at the end
f the analysis, the training and the production sets of the BP-ANN
re the same as for PCR, PLS and SWR.

Different architectures were investigated, changing the number
f neurons in the hidden layers and number of hidden layers.

2
Table 4 reports the R and RMSE values obtained both in fitting
nd in prediction for BP-ANNs with different number of neu-
ons in the hidden layer. The best results were obtained selecting
ne hidden layer containing five neurons and the logistic transfer
unction.

g
b
o
i
c

able 4
ummary of R2 and RMSE for the concentration of 1-butene using BP-ANNs with differen

36 Neurons input layer; 1 neuron output layer; logistic transfer function R2

Neurons, 1 hidden layer 0.
Neurons, 1 hidden layer 0.
Neurons, 1 hidden layer 0.
Neurons, 1 hidden layer 0.
Neurons, 1 hidden layer 0.
Neurons, 1 hidden layer 0.
ne for training set (*) and for production set (©) (the regression line represents the
l concentration of 1-butene for production set (©) (the regression line represents
BP-ANN results with variables selection (21 input variables) (e): predicted versus
ents the trend of the production set).

The experimental versus predicted concentration of 1-butene
f the production set obtained from the best network is shown in
ig. 6(d).

For what regards the R2 values (Table 3), the BP-ANN model
erforms better both in fitting and prediction with respect to PCR,
LS and stepwise OLS models. The model is statistically significant
ut its F value is the smallest among the models considered: this is
ue to the fitting ability that is smaller compared to other models
ut that guarantees in the meantime a larger predictive ability. In

eneral, BP-ANN succeeded in building a model that supplies the
est compromise between fitting and prediction (high coefficient
f multiple determination of the production set). On the other hand,
t does not allow to know the most important IR bands for butene
oncentration prediction.

t number of neurons in the hidden layer

(training) R2 (production) RMSEF RMSEP

94 0.94 1.66 1.57
94 0.95 1.68 1.43
97 0.98 1.22 0.85
99 0.93 0.18 1.65
99 0.95 0.82 1.44
97 0.94 1.09 1.51
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ig. 7. Matrix plot showing the first derivative of the network calculated for the sam
hile the 236 wavelengths are represented on the y-axis.

The calculation of the first derivative of the best network (five
eurons in the hidden layer) was performed to obtain information
bout the role played by the input variables in modelling 1-butene
oncentration.

Input variables showing a null value of the first derivative of the
etwork do not have a high influence on the output; positive or
egative values of the ANN first derivative correspond to variables
ith a positive or negative influence on the response.

Fig. 7 represents the first derivative of the network for the sam-
les of the training set: the 14 samples of the training set are
epresented on the x-axis, while the 236 wavelengths are repre-
ented on the y-axis. The matrix plot is represented on a colour
cale: red areas correspond to large positive values of the first
erivative and blue areas correspond to large negative values; white
reas show values around 0. From the matrix plot it is possible to
oint out the variables with a positive correlation with butene con-
entration (wavelengths represented in red) and those showing a
egative correlation (wavelengths represented in blue).

The values of the first derivative of the network can be used to

elect a subset of significant variables in order to provide a network
ith a smaller number of input variables (wavelengths) and, possi-

ly, a corresponding larger predictive ability. This variable selection
rocedure was repeated several times to identify the best num-
er of input variables: a decreasing number of significant (input)

T
p

a
0

able 5
ummary of R2 and RMSE for the concentration of 1-butene of the first derivative of the n

hreshold selection value R2 (training)

0.30 with 8 neurons in the hidden layer 0.99
0.50 with 4 neurons in the hidden layer 0.99
0.75 with 10 neurons in the hidden layer 0.98
0.90 with 10 neurons in the hidden layer 0.94
of the training set. The 14 samples of the training set are represented on the x-axis,

ariables was selected by changing the range of derivative values
onsidered as non-significant:

derivatives from −0.30 to +0.30 as non-significant, producing 140
significant input variables;
from −0.50 to +0.50: producing 59 significant input variables;
from −0.75 to +0.75: producing 21 significant input variables;
from −0.90 to +0.90: producing 9 significant input variables.

BP-ANN was trained again for each threshold selection value
±0.30; ±0.50; ±0.75; ±0.90) by eliminating the non-significant
ariables. Table 5 reports the R2 values for training and produc-
ion sets and the corresponding RMSE values. The results show that
he best model corresponds to a threshold value of ± 0.75 with
nly 21 input variables. This model is the one that performs better
oth in fitting and prediction, showing the largest R2 values (0.98
or training set; 0.99 for production set) and smallest RMSE values
RMSEF = 1.06 and RMSEP = 0.76) for training and production sets.

he experimental versus predicted concentration of 1-butene of the
roduction set obtained from this network is shown in Fig. 6(e).

The selection of the best subset of variables allowed to obtain
n increase of R2 values for training (R2

without = 0.97 versus R2
with =

.98), and production sets (R2
without = 0.98 versus R2

with = 0.99)

etwork with different range of derivative values around 0 value

R2 (production) RMSEF RMSEP

0.95 0.56 1.37
0.95 0.66 1.44
0.99 1.06 0.76
0.98 1.67 0.98



lanta 7

w
a

m
n

5

I
b

r

i
o
s
o
c
w

t
t
i
c

A

r
i

R

[
[

[
[

[
[

[

[

[18] E. Marengo, M. Bobba, E. Robotti, M.C. Liparota, Environ. Sci. Technol. 40 (2006)
272.
E. Marengo et al. / Ta

hile RMSE values decreased from 1.22 to 1.06 for the training set
nd from 0.85 to 0.76 for the production set.

The insertion of non-relevant information in the first BP-ANN
odel caused a loss of predictive ability due to the presence of

oise in the model.

. Conclusions

It can be asserted that it is possible to take advantage of FT-
R spectroscopy for the determination of the concentration of 1-
utene in terpolymers.

PLS and stepwise regression supply, in general terms, better
esults with respect to PCR.

The use of the BP-ANN allowed to improve the predictive abil-
ty with respect to linear models. The fitting and predictive ability
f BP-ANN was further improved by the application of a variable
election procedure based on the calculation of the first derivative
f the network. In general, BP-ANN is the best method for this spe-
ific application and provides very good results in particular for
hat regards its predictive ability (R2

pro = 0.99 and RMSEP = 0.76).
It can be asserted that, through the application of the BP-ANN

echnique to FT-IR spectroscopy, it is possible to monitor in real
ime the product (to predict the concentration of butene) substitut-
ng the use of 13C NMR spectroscopy that is more time and money
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a b s t r a c t

An optimized digestion method coupled to electrochemical detection to monitor lead, copper, cadmium
and mercury in fish tissues was developed. Square wave anodic stripping voltammetry (SWASV) coupled to
disposable screen-printed electrodes (SPEs) was employed as fast and sensitive electroanalytical method
for heavy metals detection. Different approaches in digestion protocols were assessed. The study was
focused on Atlantic hake fillets because of their wide diffusion in the human nutrition. Best results were
obtained by digesting fish tissue with hydrogen peroxide/hydrochloric acid mixture coupled to solid phase
(SP) purification of the digested material. This combined treatment allowed quantitative extraction from
Heavy metal
Digestion
Screen-printed electrodes
A

fish tissue (muscle) of the target analytes, with fast execution times, high sensitivity and avoiding organic
residues eventually affecting electrochemical measurements. Finally, the method has been validated with
reference standard materials such as dogfish muscle (DORM-2) and mussel tissues (NIST 2977).
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. Introduction

The discharge of potentially toxic trace metals into the marine
nvironment has become a global problem. Non-essential met-
ls are held to be the most dangerous, since continuous exposure
f marine organisms to their low concentrations may result in
ioaccumulation, and subsequent transfer to man through the food
hain. Fish represents an important source of high value proteins,
itamins, minerals and long chain polyunsaturated fatty acids (LC
-3 PUFAs). The intake of LC n-3 PUFAs, ensured through the weekly
onsumption of fish, is beneficial to cardiovascular health and may
lso benefit the fetus development [1]. The security of food from
arine origin is guaranteed on one hand by the inspections carried

ut by the health authorities, and on the other hand, guaranteed by

he regulation of the production methodologies (guidelines). The
oxic risk of heavy metals in fish products has brought about a direc-
ive from the European Union 1881/2006 defining the maximum
esidues limits (MRL) of these contaminants in fish and molluscs.
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f Veterinary Clinics, University of Pisa, viale delle Piagge 2, 56124 Pisa, Italy.
el.: +39 050 2216803; fax: +39 050 2216813.
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lthough the levels of heavy metals in foodstuff from fish is gen-
rally lower than the MRL and the levels of exposure in humans
elow the provisional tolerable weekly intake (PTWI), under cer-
ain circumstances, there is a risk that the consumption of fish and

olluscs contaminated with heavy metals might bring to exposure
hat exceeds the PTWI [1].

Nowadays, consumers purchase fish from fish markets and
upermarkets, but unfortunately no information about their con-
amination level is given, preventing consumers to take informed
ecision in buying. Thus from the point of view of inspection, the
valuation of the contamination levels of heavy metals in foodstuffs
f marine origin becomes mandatory. To allow efficient control in
emote places (fish markets, distribution chains, or supermarkets),
imple, fast and reliable analytic protocols are the most suitable
hoice for heavy metals control, both in farmed and wild fish. In fact
onventional approaches i.e. atomic absorption spectrometry (AAS)
2,3], inductively coupled plasma-atomic emission spectrometry
ICP-AES) [2,4] and inductively coupled plasma-mass spectrome-
ry (ICP-MS) [2,5] are unsuitable for on-site screening since related

nstrumentation is not portable and requires skilled personnel
nd long analysis times. Electrochemical-based approaches i.e.,
tripping analysis using conventional electrodes [6–12] although
llowing fast analysis of heavy metals, employ instrumentation
till intended for laboratory use and thus unsuitable for on-site
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eavy metal analysis. More recently, stripping analysis can be per-
ormed by pocket-size portable electrochemical analyzers coupled
o disposable screen-printed electrodes (SPEs), which have been
argely used for many applications in sensor and biosensor tech-
ology [13,14]. This set up allows low-power, low-cost, rapid, and
ensitive field analysis [15,16], as demonstrated by their use in
nvironmental analysis for pesticide and other pollutant detection
17–24]. The coupling of disposable sensors to portable instrumen-
ation can be also applied to control heavy metals in foodstuff
xtracts, allowing efficient and capillary on-site control of these
nalytes. Here we report the development of a simple and fast
rotocol for detecting heavy metals in fish, which couple a sim-
le extraction procedure with electrochemical stripping analysis.
he electrochemical technique used was square wave anodic strip-
ing voltammetry (SWASV), and it was based on the use of portable

nstrumentation and disposable SPEs. The study was focused on
tlantic hake fillets. This choice is justified by the wide diffusion
f this species in the human nutrition both in fresh and processed
ood. For this application, different digestion methods were eval-
ated in order to develop a simple analytical protocol suitable for
n-field analysis of Pb, Cu, Cd and Hg in fish tissues, aiming also
o avoid both the use of hazardous material and to minimize the
aste residues. When measuring trace elements in seafood prod-
cts, a prior accurate and reliable sample pre-treatment step is
ssential. Differently from environmental samples such as soils,
ediments or plants, in fish muscle insoluble substances are not
resent then wet or dry decomposition treatment can be success-
ully applied. However, the most used decomposition treatments
esults too long to be compatible to fast analysis [25,26]. Most used
ample pre-treatments are based on wet digestions with concen-
rated acids and alkaline treatments to destroy the organic matter
resent in the fish tissue. In this study different treatment pro-
edures have been applied to fish samples. In particular, several
ethods reported by AAS or electrochemistry [4,5,9,12,27–36] for

he digestion of various biological samples for the determination
f Pb, Cu, Cd and Hg were studied for their suitability to digest fish
amples for metal analysis by SWASV. The main drawback of using
igh concentrated acids consists in the presence of matrix effect in
easurements. Moreover in the case of nitric acid use, the forma-

ion of toxic nitrous vapours, the presence of high blank values can
ccur. Furthermore perchloric acid, for its high reactivity, should be
iscouraged.

Most used approaches present limitations for direct applica-
ion on electrochemical detection of heavy metals since the use
f organic solvent in the measuring sample should be avoided.
onsequently, the commonly used liquid extraction to remove the
resence of the organic residues (i.e. lipids) deriving from the fat
issues cannot be applied. In order to overcome these limitations, a
edicated study was conducted to optimize the extraction step of
he analytes suitable for electrochemical heavy metal detection. For
hese reasons different acid treatments on wet or dried fish tissue,
erformed at different temperatures, were evaluated and eventu-
lly coupled to liquid/liquid or solid phase (SP) treatment to remove
ny lipid residue. The relative recovery was evaluated by using cer-
ified reference material (CRM) and spiked fish tissue. Finally the
nalytical parameters (i.e. linearity, sensitivity, reproducibility and
atrix effect) of the assay were evaluated.

. Experimental
.1. Reagents

Suprapur grade hydrochloric, nitric, perchloric acids and hydro-
en peroxide were purchased from Merck (Italy). The water used
or the preparation of solutions was from a Milli-Q System (Milli-

s
o
i
u
t

(2009) 1143–1148

ore, Italy). High performance liquid chromatography (HPLC) grade
exane was supplied by LABSCAN (Hasselt, Belgium). Heavy metal
tock solutions were prepared by diluting Pb(II), Cu(II), Cd(II) and
g(II) standard solutions AAS grade (Fluka, Italy). Superlean ENVI-
arb columns were used for samples purification (Supelco, Italy).
ertified reference material (CRM) from dogfish muscle (DORM-2)
nd mussel tissues (NIST 2977) were purchased from Nova Chimica
Milan, Italy).

.2. Instrumentation and experimental conditions

Screen-printed graphite-based mercury-modified and gold-
ased electrodes were purchased from EcoBioServices & Researches
.r.l., Florence, Italy.

Electrodes are serigraphically screen-printed with a shape simi-
ar to that reported in [15]. They consist of a round-shaped working
lectrode (diameter 3 mm), of a graphite counter electrode and of
silver pseudo-reference electrode. In addition, the silver electri-

al contacts were covered by a graphite layer in order to prevent
xidation phenomena during storage.

Two working electrode materials were used in this work,
epending on the two different measurement applications. In
he case of Pb(II), Cu(II), and Cd(II) detection, graphite-based Hg-

odified screen-printed electrodes were used. These are based on
he use of a special coating cellulose-derivative film deposited onto
he graphite working electrodes containing a Hg(II) salt, as reported
n [15]; Hg(II) is reduced from the salt to the metallic form and
he modified sensor can be then used for heavy metal accumula-
ion and stripping. The use of this strategy allows to avoid the use
f large amounts of Hg solutions, by keeping the high sensitivity
hich characterize mercury-coated electrodes.

On the contrary, gold-based screen-printed sensors were used
or the detection of Hg(II). In this case, the measurement is based
n the capability of Hg to form amalgam with Au [16]. The screen-
rinted working electrode was obtained by printing a gold-based

nk, and the surface needs just a short electrochemical procedure
or measurement activation.

For measurements, SPEs are the interfaced with a portable elec-
rochemical transducer Palmsens (Palm Instrument BV, Houten,
he Netherlands) for the acquisition of the analytical signal, con-
ected to a hand-held computer iPaq (Hewlett-Packard Company,
alo Alto, CA, USA) for the elaboration of the analytical data. The
pplied electrochemical technique was the SWASV.

Square wave (SW) voltammetry conditions for Pb(II), Cu(II), and
d(II) analysis were conditioning potential −0.15 V for 60 s, deposi-
ion potential−1.1 V for 120 s, equilibration time 30 s, SW amplitude
Eamp) 28 mV, step potential (Estep) 3 mV and frequency (f) 15 Hz.
ach mercury-coated electrode is pre-treated, before using, by
pplying −1.1 V for 300 s and then SW voltammetric scans were
arried out until low and stable background were obtained, as sug-
ested in literature [15].

SW voltammetry conditions for Hg(II) analysis were condition-
ng potential +0.7 V for 30 s, deposition potential +0.2 V for 120 s,
quilibration time (teq) 30 s, SW amplitude (Eamp) 28 mV, step
otential (Estep) 3 mV and frequency (f) 15 Hz. Each sensor was pre-
reated, before using for the first time, by applying five cycles of
yclic voltammetry (CV) using the following conditions: potential
ange 0/+0.7 V, scan rate 50 mV/s and step potential 2.44 mV. This
tep is necessary to obtain a stable baseline [16].

HCl 0.1 M was used as supporting electrolyte for all mea-

urements. All measurements were performed without removing
xygen from the solution. The measurements were performed
mmerging the sensor in 5.0 ml of solution; stirring conditions were
sed during the conditioning and the accumulation steps, whereas
he square wave scan was performed in quiescent solution.
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.3. Samples treatment

In this work, taking into account the above-mentioned
pproaches, wet acid digestion with nitric acid, nitric/perchloric
cids and hydrogen peroxide/hydrochloric acid have been applied
o fish muscle samples. In particular, fresh and dried muscle (hot
late or in oven) was used as starting material undergoing acid
igestion. To avoid organic residues in the matrix, an additional
olid phase (carb column) or liquid extraction (hexane) was per-
ormed. Samples of different commercial brands of frozen Atlantic
ake (Merluccius spp.) fillets were purchased from local large super-
arkets, although the precise hake fillets origin (Atlantic Ocean)
as not specified. Several types of wet acid digestion techniques
ere evaluated (Methods 1–5). The digestion was always per-

ormed into a closed vessel.

Method 1. At 5 g of wet or dried (100 ◦C overnight) muscle
were added 5 ml of HNO3 1N, everything was heated up at
100 ◦C for 4 h, the solvent was evaporated and 5 ml of HCl 0.1 M
were added and refluxed until a limpid solution was formed
(∼2 h).
Method 2. The same as the previous but with HNO3 concentrated.
Method 3. At 5 g of wet or dried (100 ◦C overnight) muscle were
added 10 ml of HNO3 concentrated overnight at room tempera-
ture; then everything was heated up at 100 ◦C for 4 h the solvent
was evaporated and 5 ml of HCl 0.1 M were added and refluxed
until a limpid solution was formed (∼2 h).
Method 4. The same as the first but with HNO3/HClO4 concen-
trated solution (1:1, v/v).
Method 5. At 5 g of wet or dried (100 ◦C overnight) muscle were

added 5 or 10 ml of H2O2 33%, everything was heated up at 50 ◦C
for 2 h, cooled and 5 or 10 ml of HCl 30% were added, the sample
was then heated up at 70 ◦C for 2 h until a limpid solution was
formed. The solution was made up to 10 or 20 ml with ultra-pure
water.

a
e
I
b
o

able 1
ethods of digestion

Reagents Sample

ethod 1
A HNO3 1N Wet muscle
B HNO3 1N Wet muscle
C HNO3 1N Dried muscle
D HNO3 1N Dried muscle

ethod 2
A HNO3 conc. Wet muscle
B HNO3 conc. Wet muscle
C HNO3 conc. Dried muscle
D HNO3 conc. Dried muscle

ethod 3
A HNO3 conc. Wet muscle
B HNO3 conc. Wet muscle
C HNO3 conc. Dried muscle
D HNO3 conc. Dried muscle

ethod 4
A HNO3/HClO4 Wet muscle
B HNO3/HClO4 Wet muscle
C HNO3/HClO4 Dried muscle
D HNO3/HClO4 Dried muscle

ethod 5
A H2O2/HCl Wet muscle
B H2O2/HCl Wet muscle
C H2O2/HCl Wet muscle
D H2O2/HCl Dried muscle
E H2O2/HCl Dried muscle
F H2O2/HCl Dried muscle

ifferent letters indicate subgroup within the same acid treatment with the same acid re
(2009) 1143–1148 1145

For all the tested methods the final sample was measured before
nd after extraction with hexane (5 or 10 ml) to remove lipids or
lution with carbon column to remove any organic residue. The
arb columns were pre-conditioned with 2 ml of methanol followed
y 2 ml of ultra-pure water. These methods are summarised in
able 1.

.4. Analytical parameters

The quantitative analysis was done by standard addition method
37–39]. To test the accuracy and the reliability of the methods
escribed, recoveries from reference matrices of dogfish muscle,
ussel tissues, and spiked hake fillets, subjected to the treatment

rocedure already described, were carried out. To test the stability
f the digested samples, the analysis of heavy metals was performed
n initially spiked hake fillets on different days (day 0: extraction
ay; day 1 and day 2). The measures were repeated in triplicate
n = 3) for each group of sample.

The linearity of the method was assessed by heavy metal stan-
ard solutions (range 1 �g/L to 1 mg/L). The limits of detection
LOD) of all the studied metals were estimated as the concentra-
ion corresponding to the three times the standard deviation of the
lank divided by the slope of the calibration curve.

. Results and discussion

.1. Sample pre-treatment

The properties of the digests obtained with the applied treat-
ents are summarised in Table 2. All the acid digestion protocols
pplied, except Methods 1 and 2, produced a clear digest. How-
ver, not all of these digests were suitable for SWASV analysis.
n fact sample digested with HNO3 (Method 3), further purified
y liquid/liquid extraction in hexane, produced a large peak, not
bserved in reagent blanks, over the potential range using both

Digestion protocol Purification

100 ◦C 4 h No
100 ◦C 4 h Hexane
100 ◦C 4 h No
100 ◦C 4 h Hexane

100 ◦C 4 h No
100 ◦C 4 h Hexane
100 ◦C 4 h No
100 ◦C 4 h Hexane

Overnight RT and 100 ◦C 4 h No
Overnight RT and 100 ◦C 4 h Hexane
Overnight RT and 100 ◦C 4 h No
Overnight RT and 100 ◦C 4 h Hexane

100 ◦C 4 h No
100 ◦C 4 h Hexane
100 ◦C 4 h No
100 ◦C 4 h Hexane

H2O2 50 ◦C 2 h/HCl 70 ◦C 2 h No
H2O2 50 ◦C 2 h/HCl 70 ◦C 2 h Hexane
H2O2 50 ◦C 2 h/HCl 70 ◦C 2 h Carb column
H2O2 50 ◦C 2 h/HCl 70 ◦C 2 h No
H2O2 50 ◦C 2 h/HCl 70 ◦C 2 h Hexane
H2O2 50 ◦C 2 h/HCl 70 ◦C 2 h Carb column

agent and digestion protocol.
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Fig. 1. SWASV scans for Hg detection in Atlantic hake sample. Gold-based screen-
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old- and graphite-based electrodes. This effect should be there-
ore attributed to incomplete destruction of organic matter or to
ts decomposition products. When Methods 1 and 2 were applied
ollowed by hexan purification, no peaks were recorded, even
n spiked digests. The samples obtained applying the treatment
irectly on fresh material, always resulted in highly impure sam-
les, not suitable for the analysis. In fact the material obtained from
isual inspection never appear colorless and/or without impuri-
ies leading to evident difficulties in metal detection. Improvement
as been obtained when a further oxidizing agent has added as

n Method 4 (perchloric acid) and Method 5 (hydrogen perox-
de), also coupled to hexan or carb-column purification. However,
his was not sufficient to obtain a clear useful analytical sig-
al. Conversely, reproducible peaks and linear standard addition
lots were observed in digested reagent blanks. This indicates
clear matrix effect due to incomplete destruction of organic
atter or to its decomposition products. In the case of diges-

ion with HNO3/HClO4 (Method 4), followed by HCl treatment
under reflux), some promising results were obtained after hex-
ne extraction in turn of visible residues presence. However no
lear peak separation was obtained in SWASV. Method 5, consist-
ng in acid digestion in a oxidizing environment using H2O2/HCl
erformed on dried (oven 100 ◦C) muscle followed by elution on
arb columns, was found to be the only one allowing metals’ detec-
ion. Furthermore no matrix effect was observed. With this latter
reatment tiny, clear, well-separated signals corresponding to the
ifferent metals (Figs. 1 and 2) were recorded by SWASV. More-
ver, no metal was found to be released by the columns as checked
n the digested reagents blank (data not shown). For these rea-

ons H2O2/HCl digestion with carb-column purification coupled
o disposable screen-printed electrode was used in further anal-
ses.

able 2
roperties of digests after several methods of digestion

Clear digest
produced?

Colorless digest
produced?

Metals detected
by SWASV?

ethod 1
A No No No
B No No No
C No No No
D No No No

ethod 2
A No No No
B No No No
C No No No
D No No No

ethod 3
A Yes No No
B Yes No No
C Yes No No
D Yes No No

ethod 4
A Yes No No
B Yes No Yes
C Yes No No
D Yes No Yes

ethod 5
A Yes No No
B Yes No Yes
C Yes Yes Yes
D Yes No No
E Yes No Yes
F Yes Yes Yes

ifferent letters indicate subgroup within the same acid treatment with the same
cid reagent and digestion protocol.

1
d
t
b
f

3

m
a
b
i
T
r

F
G
t
e
p
a
f

rinted sensors were used. Applied digestion procedure: optimized H2O2/HCl
reatment with carb-column purification. The experimental conditions were con-
itioning potential 0.7 V for 30 s, deposition potential 0.2 V for 120 s, equilibration
ime 30 s, SW amplitude 28 mV, step 3 mV and frequency 15 Hz.

.2. Analytical parameters of the developed assay

.2.1. Sensor calibration
Different concentrations of Pb, Cu, Cd and Hg were used to

erform linear regression analysis for utilized screen-printed elec-
rodes. The linear regression analysis, obtained by plotting the
eight of the peaks obtained for each concentration, gave the fol-

owing equations: for Pb, y = 0.31x; for Cd, y = 0.10x; for Cu, y = 0.25x
nd for Hg, y = 0.04x. In all cases, linearity ranging from 1 �g/L to
mg/L was obtained with a correlation ≥0.99 for all metals. The
etection limit (DL) for each metal was estimated as the concentra-
ion corresponding to the three times the S.D. of the blank divided
y the slope of the calibration curve, and are 0.3, 1, 0.5 and 0.9 �g/L
or lead, cadmium, copper and mercury, respectively.

.2.2. Application to reference material
The optimized procedure was tested on certified reference

aterial (CRM). In Table 3 results of NIST 2977 and DORM-2 rel-
tively for Pb, Cu, Cd and Hg are reported. Very good agreement

etween the certified value and the determined ones was found,

ndicating a recovery >91% and a relative error lower than 12%.
his finding obtained with CRMs provides also a validation of the
eported optimized protocol for this particular matrix.

ig. 2. SWASV scans for Pb, Cu and Cd detection in Atlantic hake sample.
raphite-based Hg-modified screen-printed electrodes were used. Applied diges-

ion procedure: optimized H2O2/HCl treatment with carb-column purification. The
xperimental conditions were conditioning potential −0.15 V for 60 s, deposition
otential −1.1 V for 120 s, equilibration time 30 s, SW amplitude 28 mV, step 3 mV
nd frequency 15 Hz. The electrode was conditioned before using by applying −1.1 V
or 300 s.
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Table 3
Comparison between certified values of certified reference material (CRM) of dogfish muscle (DORM-2) and mussel tissues (NIST 2977) and metals content found after
hydrogen peroxide/hydrochloric acid digestion coupled with solid phase purification (with carb column) and SWASV analysis

Certified reference material Element Certified value (mg/kg) Determined value (mg/kg), n = 3

Mussel tissue NIST
2977

Cd 0.18 ± 0.01 0.17 ± 0.02
Cu 9.42 ± 0.52 9.44 ± 0.35
Pb 2.27 ± 0.13 2.31 ± 0.20
Hg 0.10 ± 0.01 0.10 ± 0.01

Dogfish muscle
DORM-2

Cd 0.04 ± 0.01 0.05 ± 0.01
Cu 2.34 ± 0.16 2.58 ± 0.28
Pb 0.07 ± 0.01 0.06 ± 0.01
Hg 4.64 ± 0.26 4.24 ± 0.35

Table 4
Metals content (±standard deviation) determined in samples of Atlantic hake fillets by SWASV analysis after sample digestion with hydrogen peroxide/hydrochloric acid
treatment followed by solid phase purification with carb column

Hake fillets Cd (mg/kg wet weight) Cu (mg/kg wet weight) Pb (mg/kg wet weight) Hg (mg/kg wet weight)

1 <LOD 0.14 ± 0.05 0.08 ± 0.01 <LOD
2 0.03 ± 0.01 0.52 ± 0.06 0.18 ± 0.01 0.14 ± 0.02
3 0.04 ± 0.01 0.53 ± 0.07 0.15 ± 0.01 0.17 ± 0.02
4 0.03 ± 0.01 0.16 ± 0.03 0.14 ± 0.01 0.09 ± 0.01
5 <LOD 0.11 ± 0.02 0.09 ± 0.01 <LOD

Different numbers indicate different samples of hake fillets analysed.

Table 5
Stability of spiked Atlantic hake fillets after hydrogen peroxide/hydrochloric acid digestion coupled with solid phase purification (carb column) and SWASV analysis performed
at different days (0, 1 and 2) from digestion

Metals Metal conc. (mg/kg) Metal added (mg/kg) Metal expected (mg/kg) Days Metal found (mg/kg)

Cd <LOD 0.20 0.20 0 0.22 ± 0.03
1 0.18 ± 0.02
2 0.16 ± 0.01

Pb 0.04 0.20 0.24 0 0.24 ± 0.02
1 0.21 ± 0.04
2 0.18 ± 0.01

Cu 0.15 0.20 0.35 0 0.34 ± 0.02
1 0.29 ± 0.04
2 0.18 ± 0.01
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.2.3. Application to hake fillets samples
Then the developed analytical procedure was further applied

o commercially available samples of frozen Atlantic hake (Merluc-
ius spp.) fillets from different commercial brands (spiked or not).
he frozen material was thawed and processed following the opti-
ized procedure. The estimated heavy metal content is reported

n Table 4.
To evaluate the stability of digested spiked samples, a differ-

nt set of samples was processed with the optimized protocol; the
nalysis thus was performed at different days (0, 1 and 2) from
igestion (Table 5). It can be seen for all the analytes comparable
alues were obtained at days 0 and 1. A low decrease of estimated
ontent was observed at day 2 from the digestion, especially for
g. Reproducibility, calculated by three determination on the same
igested sample, and expressed as coefficient of variation (CV%)
as found to be always <20 CV%.

. Conclusions
Electrochemical detection, based on SWASV with disposable
creen-printed electrodes, coupled to portable instrumentation has
een successfully applied to heavy metal detection of fish muscle.
ifferent approaches in digestion protocols were assessed. Among

he different tested methods, best results were obtained by digest-
0.29 0 0.27 ± 0.02
1 0.25 ± 0.03
2 0.18 ± 0.03

ng fish tissue with hydrogen peroxide/hydrochloric acid mixture
oupled with solid phase purification of the digested material.
ifferently from the other tested protocols, with the optimized
igestion treatment no matrix effect was observed and tiny, clear,
ell-separated peaks corresponding to the different metals were

ecorded. The analytical performances of the developed protocol
ave been investigated. Sensitive, reproducible, fast multi-analyte
etection of lead, cadmium, copper and mercury in Atlantic hake
llets by SWASV has been achieved. Validation of the method in the
sh matrix was performed with CRMs (DORM-2 and NIST 2977).
xtension of this fast, simple, sensitive and cheap approach for
eavy metal analysis to other food tissue matrices can be foreseen.
he portability of the instrumentation together with simple sam-
le pre-treatment makes this approach particularly appealing for
ulti-analytes detection i.e. for inspection purposes.
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26] P. Bermejo-Barrera, A. Moreda-Piñeiro, A. Bermejo-Barrera, Talanta 57 (2002)

969.
27] O.D. Uluozlu, M. Tuzen, D. Mendil, M. Soylak, Food Chem. 104 (2007) 835.
28] M. Dural, M.Z. Lugal Göksu, A.A. Özak, Food Chem. 102 (2007) 415.
29] P. Sivaperumal, T.V. Sankar, P.G. Viswanathan Nair, Food Chem. 102 (2007) 612.
30] B. Gümgüm, E. Ünlü, Z. Tez, Z. Gülsün, Chemosphere 29 (1994) 111.
31] G.R. Boaventura, A.C. Barbosa, G.A. East, Biol. Trace Elem. Res. 60 (1997) 153.
32] M. Tüzen, Food Chem. 80 (2003) 119.
33] S. Mormede, I.M. Davies, Cont. Shelf Res. 21 (2001) 899.

34] C. Locatelli, G. Torsi, Ann. Chim. (Rome, Italy) 91 (2001) 65.
35] C. Locatelli, G. Torsi, Environ. Monit. Assess. 75 (2002) 281.
36] L.D. Svintsova, A.A. Kaplin, Ind. Lab. 57 (1991) 788.
37] H. Huang, P.K. Dasgupta, Anal. Chim. Acta 380 (1999) 27.
38] C. Locatelli, G. Torsi, J. Electroanal. Chem. 509 (2001) 80.
39] D. Melucci, C. Locatelli, Microchem. J. 2 (2007) 321.



E
r

M
a

b

a

A
R
R
A
A

K
C
H
M
N
O

1

l
d
r
e
a
e
b
d
U
i
b
b
a

i

0
d

Talanta 77 (2009) 1228–1237

Contents lists available at ScienceDirect

Talanta

journa l homepage: www.e lsev ier .com/ locate / ta lanta

valuation of selectivity for l-glutamide-derived highly ordered assemblies in
eversed-phase high-performance liquid chromatography

. Mizanur Rahmana,b,∗, Makoto Takafuji a, Hirotaka Iharaa,∗

Department of Applied Chemistry and Biochemistry, Faculty of Engineering, Kumamoto University, Kumamoto 860-8555, Japan
Department of Applied Chemistry and Chemical Technology, Faculty of Engineering and Technology, University of Dhaka, Dhaka 1000, Bangladesh

r t i c l e i n f o

rticle history:
eceived 29 June 2008
eceived in revised form 23 August 2008
ccepted 26 August 2008
vailable online 4 September 2008

eywords:
olumn liquid chromatography
ighly ordered assemblies
olecular recognition
ucleosides

a b s t r a c t

Two dioctadecyl l-glutamic acid derivatives with amide and ester type bondings have been synthe-
sized and immobilized from 3-aminopropyltrimethoxysilane (APS) grafted silica (Sil-APS) to be used in
reversed-phase high-performance liquid chromatography (RP-HPLC). Subsequent studies showed that
dioctadecyl-l-glutamide derivative (GLN) can self-assemble into highly ordered structures by forming
three-dimensional fibrillar aggregates as observed in scanning and transmission electron microscopes
(SEM and TEM). Variable temperature 1H NMR and FT-IR spectra of organogel revealed that the special
aggregation morphology shown by GLN was stabilized by inter and or intra molecular hydrogen bonding
among amide moieties. However, such ordered aggregated or self-assembled structures were not observed
for the dioctadecyl-l-glutamate (GLU) derivative. The stationary phases Sil-GLN and Sil-GLU were charac-
terized by DRIFT, elemental analysis, TGA, and 13C and 29Si CP-MAS NMR spectroscopic measurements. The
chromatographic selectivity for both stationary phases was evaluated from the retention studies of differ-
rdered carbonyl groups
ent size and shape polycyclic aromatic hydrocarbons (PAHs). The chromatographic experiment for PAHs
and geometrical isomers in RP-HPLC showed that Sil-GLN demonstrated extremely enhanced selectivity
than Sil-GLU. The higher selectivity attributed by Sil-GLN has been brought by multiple �–� interactions
among the �-electrons of the grafted organic phase and �-electrons of the guest PAHs molecules. Ther-
modynamic studies for linear and nonlinear PAHs revealed that the retention behavior does not change
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over a temperature range

. Introduction

The majority of separations undertaken in reversed-phase
iquid chromatography (RPLC) optimize hydrophobicity as the
ominant separation factor. In general, hydrophobicity is the
epulsive interactions between non-polar compounds and a polar
nvironment, such as water. Closely related compounds such
s polycyclic aromatic hydrocarbons (PAHs), which contain �-
lectrons, can be separated via dipole-induced dipole interactions,
ut do not undergo electrostatic interactions (i.e., ion–dipole or
ipole–dipole) because of their lack of a permanent dipole moment.
nlike hydrophobicity, electrostatic, or even hydrogen-bonding
nteractions, �–� interactions are subtle interactions that occur
etween solutes and the stationary phase, and have been found to
e very important with respect to selectivity in RPLC [1]. �–� inter-
ctions occur between compounds containing �-electrons and are

∗ Corresponding authors. Tel.: +81 96 342 3661; fax: +81 96 342 3661.
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10 to 60 ◦C for both stationary phases.
© 2008 Elsevier B.V. All rights reserved.

ignificant when the stationary phase is electron-rich and the ana-
yte is electron-poor (donor–acceptor complexes) [2], or when both
ave extensive �-bonding.

Alkyl amide phase shows interesting chromatographic proper-
ies [3–6], since the separation occurred due to the participation
f various interaction sites, e.g., residual, unreacted silanols and
nreacted amine groups as well as hydrophobic chains of the
rafted molecules. In addition, the affinity of these phases to
olute molecules differs significantly from observations for con-
entional alkyl phases. Therefore, intermolecular interactions that
etermine elution of solutes of different character on alkylamide
hases are interesting from both practical and theoretical points
f view. Self-assembling systems are very attractive, as they yield
upramolecular functions beyond those of unit segment molecules
n a solution state. The most successful examples can be seen
n bio-organic systems, such as lipid membranes, proteins, and

ucleic acids. Lipid-bilayer membrane systems, having gel (sol-
ated crystalline state) to liquid crystalline phase transition, are
ttractive models for realization of self-assembled systems for
eparation chemistry. Furthermore, we have reported the appli-
ation of comb-shaped polymer, ODAn [7] also showed phase
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were obtained either from Sigma or from Nacalai Tesque (Tokyo,
Japan). HPLC-grade methanol was obtained from Wako (Japan).
FT-IR measurements were conducted on a Jasco (Japan) FT-IR-4100
Plus instrument in KBr. For DRIFT-IR measurements, the acces-
sory DR PRO410-M (Jasco, Japan) was used. Thermogravimetric
Fig. 1. Grafting process of l-glutami

ransition and phase separation behavior and worked as a lipid
embrane analogue organic phase on a silica surface. The molecu-

ar design for self-assembling compounds are based on the fact that
ialkyl-l-glutamide-derived amphiphilic lipids form nano-tubes
8,9], -helices [8,9], and -fibers [10] based on bilayer structures
n water and on the fact that intermolecular hydrogen bondings
mong the amide moieties contribute to self-assembly [11]. Sim-
lar self-organization has been realized by lipophilic derivatives
f l-glutamide (didodecyl l-glutamide) even in organic solvents
12–15]. The uniqueness of these self-assemblies can be explained
y ordered-to-disordered transition, phase separation behavior
16], and enhancement of chirality [13–16] and can be termed as
ipid membrane analogues. These molecules have potential appli-
ations for various fields: catalysis, sensor technology, materials
cience and in separation science.

We have previously reported that dioctadecyl l-glutamide type
ipid membrane analogue has been used as unique organic phase
or HPLC that showed extremely enhanced selectivity for PAHs
hrough multiple �–� interactions [17,18]. However, it is not
stablished whether merely the presence of �-electrons played
key role for selectivity enhancement or the carbonyl groups in

rdered assemblies was required. In this work we wish to illumi-
ate the details of the contribution of carbonyl groups for amide
onded highly ordered assemblies in the separation behavior of
AHs and positional isomers Aiming to establish this phenomenon
f �–� interactions from ordered assemblies and disordered
ssemblies we have introduced another l-glutamic acid deriva-
ive with dioctadecyl moieties in which the two amide linkages
ere replaced by ester linkages. Dioctadecyl l-glutamate with

ster linkage cannot form highly ordered assemblies, however,
t contains an equal number of carbonyl groups of dioctade-
yl l-glutamide type. The selectivity results will be compared
ith two commercial monomeric and polymeric ODS (ODS-m,

nd ODS-p) columns and will be discussed in the following sec-
ions.

. Experimental
.1. Materials and methods

l-Glutamic acid (Wako, >99%), stearylamine (Wako),
iethylphosphorocyanidate (DPEC) (Wako, peptide synthesis
eagent) were purchased and used without further purification.

F
a

derived stationary phases on silica.

EA (Wako, >99%) was distilled over KOH and stored under N2
tmosphere. YMC silica (YMC SIL-120-S5) having diameter 5 �m,
ore size 12.0 nm, surface area 300 m2 g−1 (YMC-gel, Kyoto Japan)
as used for grafting process. We have used two commercial
DS columns; monomeric (ODS-m) and polymeric ODS (ODS-p)

or chromatographic analysis. ODS-m (Inertsil, ODS 3, column
ize—250 mm × 4.6 mm i.d. with particle size 5.5 �m, pore size
0 nm and surface area of silica particles are 450 m2 g−1 containing
3.8% C) was purchased from G. L. Science, Tokyo, Japan, and
DS-p column (Shodex, C18 P, particle size 5 �m, pore size 10 nm,

urface area 300 m2 g−1 with end capped of the unreacted silanol
roup) containing 17.5% C was obtained from Shodex, Tokyo, Japan.
olyaromatic hydrocarbon (PAH) samples and six nucleosides
ig. 2. DRIFT-IR spectrum; (a) GLN, (b) GLU, (c) bare silica, (d) Sil-APS, (e) Sil-GLN
nd (f) Sil-GLU.
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TGA) analysis was performed on a Seiko EXSTAR 6000 TG/DTA
300 thermobalance in static air from 20 to 900 ◦C at a heating
ate of 10 ◦C min−1. To monitor synthesis processes, 1H and 13C
MR spectra used was recorded on a JEOL JNM-LA400 (Japan)

nstrument. Chemical shifts (ı) of 1H and 13C were expressed
n parts per million (ppm) with use of the internal standard

e4Si (ı = 0.00 ppm). Coupling constants (J) were reported in
ertz.

.2. Solid-state nuclear magnetic resonance

13C and 29Si CP-MAS NMR spectra were carried out in a VAR-
AN UNITYINOVA AS400. For the 29Si nucleus, a contact time of
ms and a pulse repetition time of 1.5 s were employed and for

3C, the parameters used for measurement were spectral width
0,000 Hz, proton pulse width PW 90 = 11.6 �s, contact time for
ross-polarization 5 ms and delay before acquisition was 2 s. High
ower proton de-coupling of 63 db with fine attenuation of dipole
= 2500 was used only during detection periods. Representative
amples of 200–250 mg were spun at 4 kHz using 7 mm double
earing ZrO2 rotors. Typically, 1.5 k free induction decays (FIDs)
ith an acquisition time of 35 ms were accumulated in 1 kilobyte

kb) data points and zero-filling to 8 kb prior to Fourier transforma-
ion. The line broadening used was 30 Hz and the spectral width for
ll spectra was about 25 kHz.

.3. HPLC measurements

The chromatographic runs were performed in a system that con-
ists of a Gulliver PU-980 intelligent HPLC pump with a Rheodyne
ample injector having 20 �L loops. A Jasco multi-wave length UV
etector MD 2010 plus was used. The column temperature was
aintained by using a column jacket with a circulator having heat-

ng and cooling system. A personal computer connected to the
etector with Jasco-Borwin (Ver.1.5) software was used for system
ontrol and data analysis. Water–1-octanol partition coefficient
log P) was determined by retention factor with octadecylsilylated
ilica, ODS (Inertsil ODS, i.d. 250 mm × 4.6 mm, GL Science): log
= 3.759 + 4.207 log k (r = 0.99997) [19].

.4. Immobilization of GLN and GLU on silica surface

The synthesis and characterization of “Glutamide (GLN)” [17]
nd “Glutamate (GLU)” [20,21] (as shown in Fig. 1) have done
ccording to the procedure reported elsewhere. The chemical
tructures in each step were identified by melting point deter-
ination, FT-IR, 1H NMR, MALDI TOF-MS and elemental analysis
easurements. Sil-APS was prepared by refluxing the suspension

f 3-aminopropyltrimethoxysilane (APS) and silica in toluene for
4 h. ASP grafted silica was filtered and washed thoroughly with
oluene, methanol and ether and dried in vacuum. It was character-
zed by DRIFT-IR, TGA and elemental analysis in order to confirm
he grafting of APS on to porous silica surface. The coupling reac-
ions between Sil-APS with GLN and GLU have carried out in a
imilar procedure. A typical procedure is as follows: 3 g of Sil-APS
nd 3 g of each compound (GLN or GLU) were suspended in 60 mL
HF (anhydrous). TEA and DEPC were added into the mixture and
he suspension was heated up to 55 ◦C for 24 h. After completion of

he reaction, the mixture was filtered and washed with hot THF
nd CHCl3, until all of the ungrafted compounds were removed
nd finally washed with methanol, ether and finally dried in vac-
um. The dried materials were used as stationary phase materials
il-GLN and Sil-GLU. The grafted particles were characterized and
acked into stainless steel column for HPLC analysis.

i
s
s
i
o
a

77 (2009) 1228–1237

. Results and discussion

.1. Synthesis and self-assembly of glutamide (GLN) and
lutamate (GLU)

GLN containing three amide groups per molecule could dissolve
n organic solvents at 0.5 mM in benzene, toluene and 1–3 mM
oncentrations in THF and chloroform upon heating to 60 ◦C,
owever, when the solution was cooled down to room tempera-
ure a distinct gelation was observed. This state is often referred
s molecular gel because the gelation is brought about through
he formation of three-dimensional network with self-assembled
ano-fibrillar aggregates of low molecular weight compounds
22]. However, no such gelation or self-assembly was observed
or GLU molecule even at concentrations as high as 50 mM. Our
etailed investigation with dialkyl-l-glutamide-derived lipid, hav-

ng long alkyl chain, showed that highly oriented structures with
hiral arrangements below Tc can be obtained. Such molecular
ssembly had been brought about by complementary hydrogen
onds among the amide moieties [23,24]. SEM observation of
LN xerogel (after freeze-drying of benzene gels), as well as TEM

mages in benzene and in methanol, substantiated the hypothesis
f the construction of three-dimensional fibrous network struc-
ures.

It is well known that hydrogen bonding is one of the driv-
ng forces for self-assembly of organogelators in organic solvents
10–16,22–24]. FT-IR of gel-state and variable temperature 1H NMR
pectroscopies is powerful tools to study hydrogen-bonding inter-
ctions. In general, the secondary amide groups (NH) engaged
n the standard amide–amide hydrogen bonds (C O· · ·H–N) dis-
lay stretching bands in the range 3370–3250 cm−1 [25]. The FT-IR
pectrum of GLN in a benzene gel ([GLN] = 0.5 mM) showed d
bsorption bands at 3302 cm−1 as well as 1661 and 1634 cm−1,
rising from the intermolecular hydrogen-bonded amide moi-
ties. Furthermore, variable temperature 1H NMR measurements
howed that as the temperature increased, the peaks for amide
rotons were consistently visible as representative of the asso-
iated amide function. Upon increasing the temperature, the
ntensity of the two bands increased and shifted up field which
learly indicated that the driving force for this aggregation
as the formation of intra/intermolecular hydrogen bonding

mong the amide moieties similar to that reported in the
iterature [26].

.2. DRIFT-IR analysis

Grafting of organic molecules on a silica surface can be moni-
ored by DRIFT-IR measurement. Characteristic carbonyl absorption
or ester bondings were clearly observed, as indicated by the intense
road peak of C O bond stretching at 1740 cm−1 in spectrum (f) for
il-GLU, however, no such absorption in this region was observed
or Sil-GLN. A group of peaks at 2931 and 2859 cm−1, respectively,
ere attributed to the C–H bond stretching of the long alkyl chain

or both stationary phases in spectra (e) and (f). FT-IR and DRIFT
pectra of (a) GLN, (b) GLU, (c) bare silica, (d) Sil-APS, (e) Sil-GLN,
nd (f) Sil-GLU are shown in Fig. 2. The spectrum (d) of Sil-GLN
howed intense bands at 1634 and 1540 cm−1, indicating the pres-
nce of grafted amide bonded lipids on the silica surface. Equally

mportant is the appearance of N–H stretching (3293 cm−1) in the
pectrum for Sil-GLN, providing further evidence that GLN was
uccessfully grafted on to the silica surface. However, N–H stretch-
ng at 3294 cm−1 and carbonyl absorption at 1635 cm−1 were also
bserved for Sil-GLU, but the intensities were lower due to the
bsence of amide bonding with the long alkyl moieties.
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ig. 3. TGA thermogram of the stationary phases; (a) bare silica, (b) Sil-APS, (c)
il-GLN and (d) Sil-GLU.

.3. Grafting density

Thermogravimetric analysis illustrates the distinct effect of
ilane functionality on bonded phase surface coverage to a greater
xtent than values from elemental analysis. The significant weight
oss step from 300 to 900 ◦C correlates to the decomposition of
he chemically bonded alkyl ligand on the silica surface. To eval-
ate the organic content of the APS, GLN, and GLU grafted silica,
epeated TGA runs were conducted and almost identical curves
ere obtained. Each sample was kept under vacuum at 70 ◦C for 5 h

o remove solvent traces, and then TGA measurements were run at a
onstant heating rate of 10 ◦C min−1 in air by using an empty Pt cru-
ible as a reference. The heating process was continued to 900 ◦C,
hich has been demonstrated to be sufficiently high to degrade all

urface bonded organosilanes [27]. Typical TGA curves for the bare
ilica, Sil-APS, Sil-GLN, and Sil-GLU are depicted in Fig. 3. The weight
etention profile of silica and Sil-APS reached a plateau at about
10 ◦C (drying period), indicating the removal of surface water. After
he thermal degradation of the initiator the weight of the sample
as constant from 650 to 900 ◦C. A plateau in the weight retention

urve of Sil-GLN and Sil-GLU was also observed as the tempera-
ure reached 650 ◦C, confirming that there is no organic content
emaining on the silica at 900 ◦C. Using the TGA curve of silica as
eference, the weight of the immobilized APS can be calculated as
.8 wt.% of the total mass. Similarly, TGA revealed that 15.2 wt.%
LN and 14 wt.% GLU were grafted on the silica surface, using the
eight retention of Sil-APS as a reference at 900 ◦C.

The grafted alkyl chain densities for alkyl stationary phases can
lso be determined from the %C obtained from elemental analy-
is data. The alkyl chain densities for Sil-GLN, Sil-GLU and ODS
ere determined according to the following modified equations,

eported in our previous paper [28]. The results of elemental anal-
sis, amount of grafting, and surface coverage are shown in Table 1.
he molar amount of polymer per 1 g silica (M) can be calculated
rom carbon percentages of the organic phase-grafted silica parti-
les

(�mol g−1) = 106(PC/100)
12n

(1)
here PC is the percentage of carbon element according to ele-
ental analysis and n is the number of carbon atoms present per
olecule of grafted organic phase.

a
−
d
t
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The weight percentage of grafted phase (Pw) can be calculated
s:

w = m × 10−4M (2)

here m is the molecular mass of a grafted monomer unit.
In addition, surface coverage (N) can be calculated as:

(�mol m−2) = 106PC

12nS(100 − Pw)
(3)

here S is surface area of bare silica (in the present case,
= 300 m2 g−1).

Alkyl chain densities (D) for double alkyl l-glutamic acid derived
tationary phase can be calculated from the following equation

(�mol m−2) = Nf (4)

here the factor (f) indicate the number of alkyl chain present in
he grafted molecule. For ODS, it is considered as 1, and for Sil-GLN
nd Sil-GLU it is 2. The grafting amount calculated from the ele-
ental analysis data strongly corresponds to the results obtained

y TGA measurements as indicated in Table 1.

.4. Spectroscopic investigation (13C and 29Si CP-MAS NMR)

Solid-state 13C CP-MAS NMR provides useful information of the
hemical composition of modified surfaces, furthermore it reveals
vidence about conformation and dynamics of immobilized alkyl
roups. Fig. 4 shows 13C and 29Si CP MAS NMR spectrum of the
il-GLN and Sil-GLU column materials. Looking at the spectra (a)
nd (b), the intense signal at 30.2 ppm representing the alkyl
hains –(CH2)n– where n = 4–15, was attributed to gauche confor-
ation. This chemical shift arises from the average of the chemical

hifts of the trans and gauche conformations of the alkyl chains
28,29], showing that the alkyl chains on the silica surface are quite

obile at room temperature. However, the intensity of the signal
t 32.5 ppm due to the trans conformation is very low. While trans
onformations indicate rigid, ordered chains; the gauche conforma-
ions characterize mobile, amorphous regions. Furthermore, it is
stablished that the octadecyl moieties ODS-p generally exists in a
ighly ordered trans-conformational form (ı = 32.84 ppm) although
DS-m this subsisted with mobile gauche conformational state

30,31].
29Si CP-MAS NMR has the ability to ascertain the surface

hemistry of silica bonded phases prepared by different bonding
ynthetic strategies. 29Si CP-MAS NMR spectroscopy can also reveal
he functionality of the silanes. The signals of trifunctional species
Tn) appear in the range of −49 to −66 ppm as shown in spectra c)
nd d). Obviously both phases possess high cross-linking according
o the signals at −56 ppm (T2) and at −67 ppm (T3), while there is no
ignal for T1 species visible in the spectrum. The intensity of signal
t −56 ppm for T2 is very low in both cases meaning these station-
ry phases contains trifunctional species with an extremely high
egree of cross-linking. Since the loss of stationary phase from a
hromatographic sorbent can take place due to hydrolysis of the T1

roups binding the stationary phase to the support, the chromato-
raphic performance in acidic and basic environments of a sorbent
ith large amounts of T1 groups would be diminished. Therefore,

he absence of T1 groups on the grafted materials proves the suc-
essful grafting and furthermore implies the high stability of these
hases. The species found on the silica surface are described as Qn,
here n is related to the number of Si–O–Si bonds. In 29Si spectra
nd Q (dihydroxysiloxane) were detected at intense signal of −110,
101 and −92 ppm, respectively. However, in spectra of (c) and (d)
ihydroxysiloxane (Q2) or geminal silanol groups is almost unde-
ectable indicating low degree of silanol activity for the grafted
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Table 1
Comparison of physical properties of different column materials

%C %H %N C/N Grafting (%)
(elemental
analysis)

Grafting
(%) (TGA)

Alkyl chain density
(�mol m−2)

Dominant alkyl
chain conformation

Type of carbonyl
groups

Sil-APS 7.70 2.20 2.41 3.11 – 8.80 – – –
S 15.20
S 14.0
O –
O –
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il-GLN 18.60 2.98 2.70 6.70 15.10
il-GLU 17.45 2.74 2.40 7.10 13.8
DS-m 13.80 2.70 – –
DS-p 16.70 3.8 – –

aterials. The reduced signal for Q3 species in these two station-
ry phases as compared to native silica gave an insight about the
ower amount of free OH-groups on the surface. These phases would
emonstrate less silanophilic interactions in HPLC [32,33].

.5. Retention mode and selectivity for alkylbenzenes

Conventional octadecylsilylated silica or ODS can detects the
ydrophobicity of elutes; hydrophobicity is measured by the
ethylene activity of the elutes. It reflects the possibility of the

hase to separate two molecules differing only in methylene group,
.g., amylbenzene and butylbenzene or ethylbenzene and toluene
s reported by Kimata et al. [34]. The plots of log k and log P for alkyl-
enzenes and four linear PAHs already proved to be a good indicator
or retention mode and the separation behavior of unknown sta-
ionary phases [17,22,27]. Fig. 5 represents the log k and log P plots
f alkylbenzenes and PAHs for Sil-GLN, Sil-GLU and ODS-m in
hree different sections with similar vertical scale. The results show
he retention of alkylbenzene increases with increasing methylene
roup activity following similar retention mode to that of conven-
ional commercial ODS phases, i.e., hydrophobicity of elutes. Log k
nd log P plots of alkylbenzenes and PAHs for ODS-m are almost
arallel and coincide with each other because of the fact that ODS-
only recognizes the hydrophobicity of elutes. Furthermore, there
re no differences of selectivity between PAHs and alkylbenzenes
ith similar log P values. On the other hand, the log k versus log P
lots for PAHs deviated significantly more in Sil-GLN and Sil-GLU
han that of alkylbenzenes, and greater deviation was observed for
he former case. For example, log P of naphthacene (5.71) is radically

r
d
a
s
r

Fig. 4. 13C CP-MAS NMR spectra for stationary phases (a) Sil-GLN, (b) Sil-GL
1.53 gauche amide
1.40 gauche ester
1.72 gauche –
3.40 trans –

ower than dodecylbenzene (8.45); however, log k value for naph-
hacene (0.83) is substantially higher than dodecylbenzene (0.73)
n Sil-GLN column. Though log k for naphthacene (0.63) demon-
trated lower value than dodecylbenzene (1.12) on Sil-GLU this still
eviates from alkylbenzene with similar log P value. This extensive

ncrease of retention for PAHs on Sil-GLN occurs due to the existence
f carbonyl � and aromatic � interactions between the stationary
hases and the guest molecules and thus enhanced the selectivity.

.6. Selectivity for PAHs

Molecular shape can often provide a basis for the separation of
ompounds with constrained molecular structure; however, shape-
elective columns are less effective for solutes with conformational
reedom. Shape selectivity is exemplified by the capacity of a col-
mn to resolve isomers on the basis of molecular structure. PAH

somers typically elute in order of increasing length to breadth ratio
L/B), and nonplanar solutes elute before planar solutes with simi-
ar L/B. Contributions to shape recognition for ODS phases increases

ith (1) polymeric surface modification chemistry, (2) increasing
onding density, (3) increasing alkyl chain length, and (4) decreas-

ng temperature. In general, these conditions promote increased
lkyl chain order with increased trans conformations and reduced
auche defects [35]. An empirical model of solute retention for ODS,

eferred to as the “slot model”, has been advanced to describe these
ifferences [36]. In this model, the spaces between the alkyl chains
re viewed as slots into which solute molecules penetrate. Solute
hape and slot width (i.e., chain spacing) are important to this rep-
esentation. Thus, planar molecules are able to fit between chains

U, (c) and (d) indicates 29Si CP-MAS NMR for both stationary phases.
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Fig. 5. Log P and log k plots for alkylbenzenes and PAHs (1—benzene,
2—naphthalene, 3—anthracene, 4—naphthacene, 5—toluene, 6—ethylbenzene,
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—butylbenzene, 8—hexylbenzene, 9—octylbenzene, 10—decylbenzene, and
1—dodecylbenzene); Chromatographic conditions; mobile phase: 90/10 for
il-GLN and ODS-m and 80/20 for Sil-GLU, flow rate: 1.00 mL min−1, column
emperature: 30 ◦C.
ore readily than nonplanar molecules, and planar molecules elute
fter nonplanar molecules even within isomer sets.

Molecular-planarity recognition with Sil-GLN and Sil-GLU
ere estimated by using triphenylene and o-terphenyl as elutes.

ig. 6. Chromatogram of planarity selectivity for triphenylene and o-terpphenyl; (a)
il-GLN, (b) Sil-GLU, (c) ODS-p and (d) ODS-m (chromatographic conditions; mobile
hase: methanol/water = 90/10 for three columns, and 80/20 for Sil-GLU flow rate:
.00 mL min−1, column temperature: 30 ◦C).
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ig. 7. Chromatogram for terphenyl isomers; (a) Sil-GLN, (b) Sil-GLU, (c) ODS-p and
d) ODS-m (chromatographic conditions same as Fig. 6).

hese two compounds possess the same number of carbon
toms and �-electrons however their molecular-planarity is
ompletely different. Therefore, the separation factor between
hem should be a good marker to evaluate molecular-planarity
electivity as suggested by Jinno et al. [37]. The chromatogram for
riphenylene and o-terphenyl for all columns are given in Fig. 6.
he results showed that Sil-GLN (˛triphenylene/o-terphenyl = 5.33)
emonstrated 242% higher shape selectivity than Sil-GLU
˛triphenylene/o-terphenyl = 2.20). The detailed retention results
or PAHs and aromatic positional isomers on different columns
tudied in this work are given in Table 2 along with the retention
ata of reference column (ODS-m and ODS-p). Further evidence
f shape selectivity can also be assessed by another sample set,
uch as coronene/hexahelicene, trans-stilbene/cis-stilbene, etc.
n every case Sil-GLN revealed enhanced selectivity. In addition,

olecular length selectivity for planar PAHs on Sil-GLN and
il-GLU can also be examined by structural isomers of four and
ve rings possessing same carbon numbers and �-electrons,
nd more importantly, all these are planar compounds. For
nstance, Sil-GLN gave a selectivity (˛naphthacene/triphenylene = 3.59)
owever Sil-GLU showed (˛naphthacene/triphenylene = 1.30), indi-
ating that enriched molecular slenderness recognition can be
btained by Sil-GLN as well. Similar behavior was also noted
or anthracene/phenanthrane, benz[a]pyrene/benzo[e]pyrene,
ibenzo[a,h]anthracene/dinbenzo[a,c]anthracene. Furthermore,
ince the selectivity values are unchanged after the addition
.01% trifluoroacetic acid to the mobile phase on both Sil-GLN
nd Sil-GLU the effect of unfunctionalized amine groups can be
eglected.

Table 1 shows that Sil-GLN has lower surface coverage or
hain density than ODS-p, hence molecular recognizibility yielded
y this stationary phase (as given in Table 2) cannot explained
y the common phenomena alone, as shape selectivity is high
ith higher bonding density and longer alkyl phase chain length

38,39]. In this connection it is noteworthy to mention that
xtremely enhanced molecular recognition could be achieved by
elf-assembled lipid membrane anlagoue grafted silica (Sil-ODAn)
n RP-HPLC through multiple carbonyl–� interactions. The alkyl
oieties of Sil-ODAn form highly oriented structures in the crys-
alline state which aligned the carbonyl groups in highly ordered
tate thus the aligned carbonyl groups boosted molecular-shape
electivity for PAHs through multiple �–� interactions [7,40–42].
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Table 2
Selectivity data of isomeric PAHs and aromatic positional isomers on different columns

PAHs Sil-GLN Sil-GLU ODS-m ODS-p

k ˛ k ˛ k ˛ k ˛

Linear PAHs
Benzene 0.11 0.31 0.77 0.55

2.36 2.16 1.80 2.0
Naphthalene 0.26 0.67 1.39 1.10

3.89 2.34 2.02 2.43
Anthracene 1.01 1.56 2.81 2.67

9.10 2.73 2.23 3.02
Naphthacene 9.20 4.27 6.28 8.06

Nonlinear PAHs
Phenanthrane 0.78 1.42 2.6 2.42

1.92 1.68 1.57 1.70
Pyrene 1.50 2.39 4.09 4.12

1.70 1.36 1.22 1.28
Triphenylene 2.56 3.27 5.0 5.28

4-Rings isomers
Benz-a-anthracene 3.4 3.58 5.35 6.0

1.22 1.03 1.07 1.03
Chrysene 4.15 3.68 5.38 6.2

5-Rings isomers (a)
Benz-e-pyrene 1.29 5.58 0.69 1.24

1.26 1.01 1.04 1.24
Benz-a-pyrene 1.63 5.64 0.72 1.54

0.94 1.03 0.97 0.86
Perylene 1.54 5.8 0.70 1.32

5-Rings isomers (b)
Dibenz[a,c]anthracene 1.75 8.87 0.69 1.31

1.78 1.09 1.03 1.12
Dibenz[a,h]anthracene 3.13 9.65 0.71 1.46

6-Rings isomers
Hexahelicene 0.38 5.41 1.1 0.87

15.0 3.30 0.90 4.6
Coronene 5.7 17.83 1.0 3.97

Positional isomers
o-Terphenyl 0.48 1.48 2.1 2.20

1.77 1.72 1.12 1.68
m-Terphenyl 0.85 2.54 2.35 3.70

3.83 1.10 1.0 1.22
p-Terphenyl 3.26 2.80 2.35 4.51

cis-Stilbene 2.56 1.08 2.06 1.72
2.51 1.35 1.08 1.27

trans-Stilbene 6.44 1.46 2.22 2.18
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hromatographic conditions: Mobile phase, methanol/water = 90/10 and for 5 ring
ure = 25 ◦C, flow rate = 1.00 mL min−1.

t is apparent that the octadecyl moieties in both Sil-GLN and
il-GLU were of disordered, non-crystalline and mobile gauche
onformational form. The unusually enhanced selectivity cannot
e explained by the phenomena as mentioned in the literature
or Sil-ODAn. However, we can assume that the hydrogen bond-
ng among amide moieties in Sil-GLN would play a pivotal role to
rient carbonyl groups in highly oriented state suitable for interact-
ng with �-electron containing solutes (e.g., PAHs). Although the
ctadecyl chains remained as disordered gauche conformational
orm, it played a significant role in the assembly of GLN promoting
ssociation in the self-assembly by van deer Walls forces. Moreover,
hese octadecyl moieties also produce trans–gauche conformation
hat can play significant role in self-assembling of GLN. This phe-

omenon was supported by studying short alkyl chain (C4-chain)
ith the glutamide moieties. The short chain glutamide moieties
ith similar molecular structure do not show self-assembly and
o gelation in organic solvent was detected. This experimental
bservation is good evidence confirming the necessity of octade-

o
f

i
z

nol (100%) and methanol/water = 80/20 for Sil-GLU in all cases, column tempera-

yl moieties in the self-assembling process of GLN and in HPLC
eparation as well. As indicated inter/intra molecular hydrogen
onding stabilizes the self-assembling behavior of GLN in organic
olvents. Both SEM and TEM images showed that GLN formed
hree-dimensional fibrous network in benzene and in methanol,
ut dioctadecyl-l-glutamate (GLU), in which two amide linkage
ere replaced by esteric linkage cannot aggregate in organic sol-

ents and no such self-assembly was observed. Due to the absence
f highly orientated microenvironment carbonyl groups of the sta-
ionary phase derived from GLU (Sil-GLU), less favored multiple
arbonyls �–aromatic � interactions thus retard shape selectivity.
his investigation determined that not only the presence of car-
onyl groups can enhance the selectivity, but also the presence of

rdered carbonyl groups is rather important in RP-HPLC separation
or PAHs isomers.

A further test mixture evaluating the contributions of �–�
nteractions can be examined by using nitro substituted ben-
ene sample sets. These compounds have very similar size and
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the authors believes that the ordered carbonyl groups attributed
by hydrogen bonded amide carbonyls groups in Sil-GLN demon-
strated significantly higher carbonyl �–benzene � interactions that
enhance retentivity for long, planar p- and trans-isomers more than
corresponding o-, m- and cis-isomers.
ig. 8. van’t Hoff plots [ln k versus 1/T (1/K)] for linear PAHs on Sil-GLN and Sil-GLU
hases.

hape but different �-electron densities. The selectivity between
enzene- and nitro substituted benzene can be used as a mea-
ure of the contribution of retention from � interactions in the
eversed-phase system [43]. In conventional RP-HPLC with C8 or
18 stationary phases, the higher nitrated compounds are eluted
rst [44]. However, the elution of nitro substituted benzenes fol-

owed elution of benzenes. For instance, ˛nitrobenzene/benzene = 1.16
nd ˛o-dinitrobenzene/benzene = 1.27 are obtained for Sil-GLN phase, on
he other hand Sil-GLU yields 1.02 and 1.05. This observed behavior
s an effect of specific interactions between the �-electron sys-
ems of the solutes on the one hand and the stationary phase on
he other hand. The solutes are substituted with electron-drawing
itro-groups. Therefore, their aromatic ring systems possess a low
-electron density. In contrast, the ligands are substituted by weak
lectron-pushing carbonyl groups increasing the �-electron den-
ity in the phenyl rings. Thus, the bonded ligand can act as an
lectron donor, while the nitrated solutes act as electron acceptors.
hese functionalities result in specific �–� interactions which can
ead to the formation of donor–acceptor complexes. The stability
f these complexes depends on the electron density of both the
olutes and the stationary phase [45]. Since the electron density of
he solutes decreases with increasing numbers of nitro groups, the
–� interaction is strongest for the trinitro-substituted compounds

nd these solutes exhibit the longest retention times. The inter-
ction is stronger if the �-system of one partner is electron-rich
hile that of the second partner is electron-poor, due to pushing or
ulling groups present in the respective systems. In this case, one

F
S
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f the partners can act as an electron-donor while the other one
lays the role of an electron-acceptor.

.7. Selectivity for positional isomers

As discussed in the previous section, o-terphenyl is a nonplanar
olyaromatic compound that is successfully employed as an indi-
ator for the planarity recognition test of a stationary phase with
riphenylene. Due to the bulkiness of the two aryl-groups attached
o the benzene ring and the rotational freedom of the attaching
–C bond, the three terphenyl-isomers differ strongly in the extent
f their off-planarity. The close proximity of the two �-electron
louds of the aryl-groups in the ortho-position provides a strong
terical hindrance that is amplified by the repulsion of the two aro-
atic �-electron clouds. Therefore, the o-terphenyl isomer posses

he highest deviation from planarity, followed by m-terphenyl and
-terphenyl [46]. The increased retentivity and selectivity for the
ara/ortho and the para/meta isomers resulted from Sil-GLN usage
as shown in Fig. 7). In a previous report on Sil-ODAn the authors
ointed out that the selectivity for aromatic positional isomers was
nhanced by the ordered carbonyl–� interactions, and this is more
rticulated for trans and para-isomers. The detailed investigation
egarding the retention behavior of geometrical isomers showed
hat multiple �–� interactions for the ordered carbonyls groups
f Sil-ODAn in the crystalline region was advantageous for recog-
ition of isomers, and exhibited effectiveness for planar to planar
nd rigid to rigid structures [40,41]. In the present investigation
ig. 9. van’t Hoff plots [ln k versus 1/T (1/K)] for nonlinear PAHs on Sil-GLN and
il-GLU phases.
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ig. 10. Chromatogram of nucleosides (a) Sil-GLN and (b) Sil-GLU. 1—Cytidine,
—uridine, 3—thymidine, 4—guanosine, 5—xanthosine, 6—adenosine (mobile
hase: 0.2 M KH2PO4 buffer: methanol = 80/20, pH 4.8, flow rate: 0.5 mL min−1,
olumn temperature: 20 ◦C).

.8. Thermodynamic behavior

The thermodynamic behavior of solutes can yield useful infor-
ation regarding the retention behavior and retention mechanisms

hat take place in RP-HPLC. A basic understanding of retention
ehavior can be gauged by enthalpy–entropy compensation (EEC)
47,48]. In liquid chromatography, EEC relationships are used to
etermine the relationship between changes in the molar enthalpy
nd molar entropy associated with solute binding. The retention of
solute (k) is related to enthalpy and entropy changes of a system

hrough Eq. (5).

n k = −�H◦
x

RT
+ �S◦

x

RT
+ ln � (5)

here k is the measured retention value, �H◦ the enthalpy, �S◦

he entropy, T the absolute temperature, R the gas constant and
the phase ratio of the column materials. Enthalpy (�H◦) rep-

esents the measure of energy exchange in a system and entropy
�S◦) represents the chaos of a system. van’t Hoff plots are obtained
y regressing ln k versus 1/T. Such plots are linear if �H◦ and �S◦

re independent of the temperature. The slope of the van’t Hoff
lot indicates the standard enthalpies of transfer. The standard

ntropies of transfer of the analyte from the (HPLC) experiments
ere performed using a mobile to the stationary phase are calcu-

ated from the intercept. Nonlinear van’t Hoff plots are indicative
or a change of retention mechanism: e.g., �H◦ is not constant
ver the whole temperature range studied [49]. van’t Hoff plots

[

[

[
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or linear and nonlinear PAHs on Sil-GLN and Sil-GLU are shown
n Figs. 8 and 9. Linear van’t Hoff plots for both columns results an
ndication that no phase transitions of the grafted organic phases
ccurred and the retention mechanisms of PAHs do not change over
he temperature range studied.

.9. Retention of nucleosides

It is known that any substituent on nucleosides that exists as
actam (keto) tautomeric form decreases the retention than that
xists as lactim (enol) form [50]. The lactim (enol) form of nucleic
cid constituents is favorable for �–� interaction with aligned car-
onyl groups in Sil-GLN; thus retention is increased. It is known
hat nucleosides have the characteristics of typical hydrogen bond-
ng compounds, and as a result these compounds may form a higher
egree of hydrogen bonding with the stationary phase. The chro-
atograms for nucleosides on both phases are depicted in Fig. 10.

he figure showed that using a mobile phase composition of 20%
ethanol with 80% KH2PO4 buffer at pH 4.8, complete separation

f all six compounds can be possible by Sil-GLN column; however
here are only four peaks were observed for Sil-GLU demonstrated
ts less effectiveness for analysis of nucleosides.

. Conclusion

In this work, the role of carbonyl groups in highly ordered
elf-assemblies attributed by hydrogen bonded amide moieties for
PLC separation has been discussed. Significantly higher molecular

ecognition can be obtained by amide type stationary phase than
hat of ester type having an equal number of carbonyl groups. Fur-
hermore, the chromatographic results for various size and shape
AHs demonstrated that the presence of carbonyl groups cannot
nhance HPLC selectivity for PAHs; however, carbonyl groups in
rdered assemblies have substantial effect that can enhance the
electivity for �-electron containing solutes (e.g., PAHs) through
ultiple �–� interactions.
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a b s t r a c t

A novel optical sensor based on a redox reaction for the determination of iodide has been developed. The
optode membrane is constructed by immobilization of methyltrioctylammonium chloride on triacetylcel-
lulose polymer. The exchange of chloride as counter ion with iodate in the membrane changes the color to
yellow, when it is placed in acidic solution of iodide. The sensor can readily be regenerated by 0.1 mol L−1
vailable online 20 August 2008

eywords:
ptical sensor
ptode

odide
ethyltrioctylammonium chloride

NaOH in less than 15 s. The optode has a linear range of 3.94 × 10−6 to 5.51 × 10−5 mol L−1 of iodide ions
with a limit of detection 7.44 × 10−7 mol L−1. The relative standard deviation for eight replicate measure-
ments of 3.94 × 10−6 and 1.57 × 10−5 mol L−1 of iodide was 2.83 and 1.38%, respectively. The sensor was
successfully applied to the determination of iodide in tablet, powdered milk and urine samples.

© 2008 Elsevier B.V. All rights reserved.
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. Introduction

In recent years, the optical chemical sensors (optodes or
ptrodes) have become a rapidly expanding area of analytical
hemistry. These sensors have opened up a new perspective in
he search for simple, safe, rapid and remote systems for mon-
toring some important substances. Recent development in this
eld have also been driven by such factors as the availability of

ow-cost, miniature optoelectronic light source and detectors, the
eed for multianalyte array-based sensors particularly in the area
f biosensing, advances in microfluidics and imaging technology.
ptical chemical sensors employ optical transduction techniques to
ield analyte information. The most widely used techniques applied
n optical chemical sensors are optical absorption and lumines-
ence, but sensors based on other spectroscopies as well as on
ptical parameters, such as refractive index and reflectivity have
lso been developed [1].

In most optical sensors, a reagent is immobilized in a solid
atrix usually in the form of a monolith or a thin film. The

eagents immobilized into the sensor are responsible for the extrac-

ion of the analyte into the sensing material and generating an
ptical signal proportional to the change in the concentration of
he analyte [2]. Many of the existing optodes utilize color com-
lexion reactions between immobilized ligands and analyte [3,4].

∗ Corresponding author. Fax: +98 611 3331042.
E-mail addresses: rastegarz@yahoo.com, rastegarz@scu.ac.ir (S. Rastegarzadeh).
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he utilization of color redox reactions has largely been ignored
espite the fact that numerous substances of analytical interest are
lectroactive.

Optodes for a variety of analytes such as cations, anions and
aseous species have been reported [5–8]. In comparison with
ation optodes, which are predominant, anion optodes are few in
umber.

Iodine is an essential micronutrient in human growth and
etabolism [9]. Inadequate iodine during prenatal and early

evelopment periods, can lead to several diseases, including spon-
aneous abortion, increased infant mortality, hypothyrodism and
retinism [10]. World Health Organization (WHO) estimates that
odine deficiency disorders are a significant public health problem
n many countries. Iodine plays as important role in influencing
he proper function of thyroid gland, which is an essential part
f thyroid hormones triiodothyronine (T3) and thyroxin (T4). [11].
oo low or excess ingestion of iodine may lead to hypertrophy
r hypothyroidism and hyperthyroidism [12]. Therefore, there has
een an increase in the analytical control of iodine in food, phar-
aceutical products and biological samples such as urine. Iodine

ontents in urine have been widely used as a marker for status
ssessment of iodine deficiency disorder [13].

In order to determine low concentration levels of iodine and/or
odide, many methods based on different principles have been

roposed. These include gas chromatography with mass spec-
rometry detection [14], electrostatic ion chromatography [15],
apillary electrophoresis [16], chemiluminescence [17], pulse strip-
ing analysis [18], inductively coupled plasma-mass spectrometry
19], indirect atomic absorption spectrometry [20].
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These approaches, although sensitive, suffer from the need for
xpensive instrumentation. Therefore the development of ana-
ytical techniques that do not need expensive or complicated
quipment for the determination of iodide becomes increasingly
mportant. As it is known the optodes have gained considerably in
ractical reliability, and can be considered as inexpensive alterna-
ive to certain conventional analytical methods.

Several optical sensors have been reported for determination
f iodide using different reagents. Urbano et al. described optical
ensor for halides and pseudohalides using acridinium quino-
inium indicators, which were immobilized onto a glass surface
21]. The sensors are able to indicate the concentration of halides
n solution by virtue of the decrease in fluorescence intensity
ue to the quenching process. Liu et al. proposed a flow-through
ptosensor for determination of iodide based on a chelate room-
emperature phosphorescence (RTP). The sensing phase in this
ensor was prepared by immobilization of chelate of aluminum
ith quinolin-8-ol-5-sulphonic acid on an anion exchange resin

22]. In another research, a series of thin film optical sensors based
n halide-sensitive fluorophored have been developed and char-
cterized by Geddes et al. [23]. The sensor films use rhodamine,
-methoxyquinoline, and harman dyes which have been func-
ionalized and bound to a hydrophilic copolymer. Geddes also
resented optical thin film polymeric sensors for determination of

odide based on two acridinium fluorophores that have been syn-
hesized and immobilized in a hydrophilic copolymer [24]. Thin
lms of the copolymers swell in aqueous media allowing dye flu-
rescence to be dynamically quenched by the diffusion of halide
ons.

In this paper, we describe a novel approach to optical chemical
ensing which makes use of the redox properties for determination
f iodide. This optode is prepared by immobilizing methyltriocty-
ammonium chloride on triacetylcellulose membrane according to
simple method.

. Experimental

.1. Apparatus

A GBC UV–vis spectrophotometer model Cintra 101 was used
or recording the spectra, and the absorbance measurements were

ade using a PerkinElmer UV–vis spectrophotometer model 550S.
he sensing membrane was placed in a glass cell and all measure-
ents were performed in a batch mode.
Measurement of pH was performed using a Metrohm 632 pH-

eter with a combined glass electrode.

.2. Reagents and solutions

All reagents used were of analytical grade and double distilled
ater was used throughout.

A 7.87 × 10−3 mol L−1 of iodide stock solution was prepared
y dissolving 0.1307 g of potassium iodide (Merck) in water and
iluting to 100 mL in a volumetric flask. Standard solutions were
repared by adequate dilution of the stock solution.

An iodate solution (0.2 mol L−1) was prepared by dissolving
.5600 g of potassium iodate (Merck) in water and diluting to
00 mL in a volumetric flask. The sulfuric acid solution 1.0 mol L−1

as prepared by diluting 5.44 mL of concentrated H2SO4 (Merck)
o 100 mL in volumetric flask.
.3. Preparation of optical sensor

The following procedure for the preparation of sensor was per-
ormed in order to immobilize methyltrioctylammonium chloride
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n triacetylcellulose membrane [25]. For this purpose, the trans-
arent triacetylcellulose membranes were produced from waste
hotographic films that had been previously treated with commer-
ial sodium hypochlorite in order to remove colored gelatinous
ayers. The membranes were treated with a solution of 0.20 g

ethyltrioctylammonium chloride in 10 mL of ethylenediamine for
5 min at ambient temperature. Then, they were washed with water
or removing the additional reagent. The optode membrane was
tored under water when not in use.

.4. Analytical procedure

The prepared membrane was placed in a solution of potassium
odate (0.20 mol L−1) for 2 min, then it was washed and mounted
nto a spectrophotometer cell. A few mL of a solution containing
odide and sulfuric acid was transferred to cell, and the absorbance
as measured at 370 nm after 8 min.

.5. Preparation of powdered milk sample

14 g of milk sample was placed in a porcelain crucible, and 5 g
f Na2CO3, 5 mL of a 6 mol L−1 NaOH solution and 20 mL of MeOH
ere added. This mixture was allowed to dry slowly in a heater at

10 ◦C. Then it was placed in a cold muffle furnace, the tempera-
ure of which was slowly increased to 500 ◦C, to prevent analyte
osses. Approximately 3 h later, when incineration was complete
white ash), the crucible was cooled down in a desiccator to room
emperature. Then the ash was redissolved in hot water. The dis-
olve residue was filtered and the appropriate amount of H2SO4
dded, diluted to 25 mL with water and the analytical procedure
as applied [20].

.6. Preparation of tablet sample

The procedure described in Section 2.5 was performed for
reparation of Levothyroxine Na tablet sample. In this procedure
g of Na2CO3, 3 mL of NaOH and 10 mL of MeOH were added to one

ablet (1.8910 g).

. Results and discussion

.1. Principle of operation and spectral characteristics

The adsorption of methyltrioctylammonium chloride (MTA+Cl−)
n triacetylcellulose makes the membrane to be used as an anionic
xchange membrane. The preliminary experiments showed that
y placing this film in iodate solution the counter ion in mem-
rane is exchanged with iodate and it can be used as an optical
edox sensor. By placing the membrane containing iodate in acidic
olution of iodide, the colorless membrane changed to yellow. This
olor changing is due to oxidation of iodide to I3− in membrane
nterface and then its immediate adsorption by anionic exchange
henomena, as described by following scheme:

TA+Cl−(mem.) + IO3
−

(aq.) → MTA+IO3
−

(mem.) + Cl−(aq.) (1)

TA+IO−
3(mem.) + I−(aq.)

H+
−→MTA+I−3(mem.) (2)
he absorption spectra of the proposed sensor in the absence and
resence of iodide in different concentrations are shown in Fig. 1.
s seen, upon addition of iodide the absorbance in maximum wave-

ength, 370 nm, increased therefore this wavelength was selected
or measuring the absorbance of the optode.
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ig. 1. Absorption spectra of optode (a) in the absence and (b–e) in the presence of
.94 × 10−6, 7.87 × 10−6, 1.57 × 10−5 and 2.36 × 10−5 mol L−1 of iodide, respectively.

.2. The effect of variables on sensor response

The stability and sensitivity of the sensor depends significantly
n the membrane composition. Therefore, the effects of solvent
ypes, amount of methyltrioctylammonium chloride and prepa-
ation time on the response behavior were studied. The obtained
esults indicated that the membrane responded to iodide ions when
t was prepared using ethylenediamine as solvent. The hydrolyzed
ellulose film in ethylenediamine shaped the porous structure in
he polymer, which minimizes barriers of mass transport between
he analyte and immobilized reagent [26,27].

The amount of methyltrioctylammonium chloride had sig-
ificant effect on the membrane response. At low amounts
he response is low and higher values caused the membrane
o be opaque. The highest response was obtained using 0.20 g
f methyltrioctylammonium chloride. In another experiment,
he presence time of membrane in methyltrioctylammonium
hloride/ethylenediamine solution was investigated. The results
ndicated that the response increased with time, but over 15 min the

embrane begins to dissolve and to deform. Thus, the optode was
repared by treating transparent triacetylcellulose membrane with
solution of 0.20 g methyltrioctylammonium chloride in 10 mL

thylenediamine for 15 min.
The reaction between iodate and iodide occurs when the solu-

ion is acidified with a strong acid [28]. Therefore, the influence

f sulfuric acid concentration over the range of 0.02–0.10 mol L−1

n the response of optical sensor was studied. The results shown in
ig. 2 indicate that the sensor response increased up to 0.04 mol L−1

f sulfuric acid and above this value it decreased. As expected,
he response increased by increasing of acid concentration, but in

ig. 2. Effect of sulfuric acid concentration on the optode response for solution
ontaining 3.94 × 10−5 mol L−1 of iodide.

p
l
a

F
7

ig. 3. Effect of iodate concentration on the optode response for the solution con-
aining 3.94 × 10−5 mol L−1 of iodide and 0.04 mol L−1 of sulfuric acid.

igher acid concentrations the excess of iodide converted to iodine
nd concentration of I3− is decreased. Thus 0.04 mol L−1 of sulfuric
cid was selected as optimum concentration.

The effect of potassium iodate concentration on the optode
esponse was investigated in the range of 0.05–0.25 mol L−1. Fig. 3
hows that a maximum value in the absorbance was obtained at
.20 mol L−1 of potassium iodate. At concentrations higher than
.20 mol L−1 of iodate the response is decreased. This is also due
o conversion of excess of iodide to iodine. Therefore 0.20 mol L−1

as chosen for further studies.
The presence time of membrane in potassium iodate solution

as also studied. The obtained results indicated that the membrane
bsorbance increased up to 90 s and above this value it became
onstant. The presence time of 120 s was selected as optimum.

The influence of electrolyte concentration on the sensor
esponse was investigated by adding different amounts of potas-
ium nitrate. The obtained results denoted that this parameter had
o effect on the response of optical sensor up to 0.1 mol L−1 of
otassium nitrate.

.3. Response time and regeneration

The absorbance response of the optode versus time in selected
xperimental conditions for 7.87 × 10−6 and 3.94 × 10−5 mol L−1 of
odide was studied. Fig. 4 shows that the proposed sensor reaches
he out put signal of 98% of steady-state response after 8 min. This
esult is the same for both concentration of iodide.
A good sensor should fully regenerate at a short time. The pro-
osed optode was regenerated completely in 0.1 mol L−1 of NaOH in

ess than 15 s. The membrane could be regenerated about 50 times
nd used without any loss of sensitivity.

ig. 4. Absorbance as a function of time when the concentration of iodide was (a)
.87 × 10−6 and (b) 3.94 × 10−5 mol L−1.
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Table 2
Determination of iodide in Levothyroxine Na tablet

Sample Iodide founda

(mol L−1)
Levothyroxine Na
found (mg)

Reported value
(mg)

1 1.89(±0.03) × 10−5 0.095 0.1
2 1.87(±0.03) × 10−5 0.093 0.1

a Mean ± S.D. (n = 4).

Table 3
Determination of iodide in powdered milk and urine samples

Samples Amount of iodide (mol L−1) Recovery (%)

Added Founda

Powdered milk – 8.92(±0.05) × 10−6 –
7.87 × 10−6 1.69(±0.05) × 10−5 100.6

Urine – 1.50(±0.05) × 10−5 –
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Fig. 5. Calibration curve for determination of iodide using the optode.

.4. Analytical figure of merit

The corresponding calibration graph (Fig. 5) based on
bsorbance of the optode versus iodide ion concentration
as linear in the range of 3.94 × 10−6 to 5.51 × 10−5 mol L−1

0.5–7 �g mL−1). The regression equation for the line was
= 7.57 × 103C + 7.27 × 10−3 with correlation coefficient (r) of
.9995, where C is concentration of iodide in mol L−1 and A is
bsorbance of optode at 370 nm. The detection limit of the sen-
or based on three times the standard deviation of blank was
.44 × 10−7 mol L−1.

.5. Reproducibility and lifetime of the optode

The reproducibility of the membrane preparation was checked
or five separate membranes by measuring the absorbance under
ptimum conditions for 7.87 × 10−6 mol L−1 of iodide. The results
howed that the R.S.D. for the membrane preparation was less than
.5%.

The precision using a single membrane was tested by
erforming eight replicate measurements for 3.94 × 10−6 and
.57 × 10−5 mol L−1 of iodide solutions. The relative standard
eviation (R.S.D.) for these determinations was 2.83 and 1.38%,
espectively.

In determination of the lifetime of the sensor, the change in the
bsorbance after keeping the membrane in water for 1 month was
easured. The absorbance values of optode membrane at 370 nm

nly decreased about 2% over a period of 1 month. This result indi-

ates that the optode is very stable, so it could be stored for more
han 1 month without losing its characteristics.

able 1
ffect of interfering ions on determination of 1.57 × 10−5 mol L−1 of iodide

oreign ions Tolerance ratio ([M]/[I−])

O3
2− , NO3

− , Cr3+, Na+ 500
a2+, Mg2+ 200
o2+, Mn2+, Fe2+, Cl−a 100
u2+, Cd2+, Zn2+ 50
− 30
i2+, C2O4

2−b 10
r− 2

a Masked by Cd2+.
b Masked by Co2+.

s
o
g
i

4

f
p
q
p
s
a
o
a

3.94 × 10−6 1.89(±0.03) × 10−5 99.8
7.87 × 10−6 2.31(±0.04) × 10−5 101.0

a Mean ± S.D. (n = 4).

.6. Effect of foreign ions

In the presence of other ions, the selectivity of the optode was
tudied for 1.57 × 10−5 mol L−1 of iodide ion solution using the pro-
osed method. The tolerance limit was defined as the maximum
oncentration of foreign ion causing ±5% error in the determination
f iodide. The results are summarized in Table 1. As it is observed the
ptode is more selective to iodide than other anions under optimum
onditions.

The interference of chloride and oxalate anions on the determi-
ation of iodide was eliminated using 8.9 × 10−4 mol L−1 of Cd(II)

on for chloride and 1.7 × 10−3 mol L−1 of Co(II) ion for oxalate
ecause Cd(II) and Co(II) ions form complexes with chloride and
xalate anions, respectively.

.7. Analytical application

.7.1. Determination of iodide in tablet
The presented iodide optical sensor was applied to the determi-

ation of Levothyroxine Na (C15H10I4NNaO4) in two tablet samples
Iran Hormone). According to the obtained amount of iodide
Table 2) the average of Levothyroxine Na amount is 0.094 mg which
s in good agreements with the reported values.

.7.2. Determination of iodide in powdered milk and urine
The proposed optical sensor was also employed for the deter-

ination of iodide in powdered milk and urine samples. The
ossibility of applying the present optical sensor for analysis of
amples was tested by determining the recovery of known amounts
f iodide ion added to the samples. The given results in Table 3 show
ood agreement between added and detected concentration of the
odide in real samples.

. Conclusion

This paper described a novel optical redox chemical sensor
or determination of iodide. The sensing membrane was easily
repared and operated. The purposed optode can be regenerated
uickly and the response of the optode is very reproducible. In com-

arison with other methods [21–24], the purposed sensor is more
ensitive and it was prepared easily by using low-cost materials in
short time. In addition, the method is based on measuring the

ptode absorption by UV–vis spectrophotometry, which has the
dvantage of determinations by an inexpensive instrument in a rel-
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a b s t r a c t

Two different extraction strategies (microwave-assisted extraction (MAE) and ultrasonic extraction (USE))
were tested in the extraction of the 16 US Environmental Protection Agency (EPA) polycyclic aromatic
hydrocarbons (PAHs) from pine trees. Extraction of needles and bark from two pine species common in the
Iberian Peninsula (Pinus pinaster Ait. and Pinus pinea L.) was optimized using two amounts of sample (1 g
and 5 g) and two PAHs spiking levels (20 ng/g and 100 ng/g). In all cases, the clean-up procedure following
extraction consisted in solid-phase extraction (SPE) with alumina cartridges. Quantification was done by
gas chromatography (GC) with mass spectrometry (MS), using five deuterated PAH surrogate standards as
internal standards. Limits of detection were globally below 0.2 ng/g. The method was robust for the matri-
ces studied regardless of the extraction procedures. Recovery values between 70 and 130% were reached
in most cases, except for high molecular weight PAHs (indeno[1,2,3-cd]pyrene, dibenzo[a,h]anthracene
and benzo[ghi]perylene). A field study with naturally contaminated samples from eight sites (four in Por-

tugal and four in Catalonia, Spain) showed that needles are more suitable biomonitors for PAHs, yielding
concentrations from 2 to 17 times higher than those found in bark. The levels varied according to the sam-
pling site, with the sum of the individual PAH concentrations between 213 and 1773 ng/g (dry weight).
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Phenanthrene was the mo

. Introduction

Pine trees can be used as biomonitors to assess the occurrence
f a wide range of persistent organic pollutants (POPs) in the envi-
onment, mainly through the retention properties exhibited by the
axy layer of their needles [1]. The worldwide presence of differ-

nt pine species allows not only a broad estimation of the levels of
everal POPs such as the polycyclic aromatic hydrocarbons (PAHs)
ut also the collection of comparative data to establish bioaccumu-

ation or transport patterns between different locations.
PAHs are ubiquitous priority pollutants resulting from natural

forest fires and volcanoes) and anthropogenic sources (incomplete
ombustion of fossil fuels and industrial processes, among oth-

rs) [2,3]. Their carcinogenic and mutagenic properties [4] cause
reat concern, being the major routes of exposure for humans the
gestion of contaminated food and inhaled air [5].

∗ Corresponding author. Tel.: +351 22 5081883; fax: +351 22 5081449.
E-mail address: aalves@fe.up.pt (A. Alves).
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.08.010
undant PAH, followed by fluoranthene, naphthalene and pyrene.
© 2008 Elsevier B.V. All rights reserved.

Several studies reported the biomonitoring properties of nee-
les from species such as Pinus sylvestris L. [6,7], Pinus strobus
. [8,9], Pinus densiflora Siebold & Zucc., thumbergii Parl., maxi-
artinezii Rzed. and taeda L. [10,11], Pinus nigra Arn. [12,13], P.

inaster Ait. [13], Pinus massoniana Lamb [14] and P. pinea L. [15]
owards PAHs. Pine bark is also known to accumulate airborne con-
aminants, due to its very porous and almost inert surface [16].
here is, however, less information regarding PAHs [17,18] since
his particular matrix is mostly recognized for trapping metallic
lements [19–22] or as a sorbent for the removal of contaminants
rom aqueous media [23–26].

The analysis of pine needles and bark require effective extrac-
ion and clean-up procedures to retain the target compounds
nd eliminate matrix interferences. Hence, several approaches are
ontinuously being attempted in search of faster, cleaner and reli-
ble analytical methodologies. The most frequent employ solvent

xtraction and gas chromatography with selective and sensitive
etection, although HPLC with fluorescence detection has also been
sed for PAHs [7,13]. Techniques reported for the extraction of
AHs from pine needles and bark include Soxhlet [18,27], ultra-
onic extraction (USE) [8,11,13,28], supercritical fluid extraction
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SFE) [9] and pressurized liquid extraction (PLE) [12,14,17,28,29].
icrowave-assisted extraction, first reported by Ganzler et al. for

olid matrices [30], is also employed but to our knowledge never
or PAHs in pine trees.

The main objective of the current work was to test the efficiency
f microwave-assisted extraction (MAE) and ultrasound extraction
ollowed by alumina cartridge solid-phase extraction (SPE) clean-
p in the determination of the 16 EPA PAHs in pine needles and
ark. P. pinaster Ait. and P. pinea L. trees were chosen once they are
he two main pine species in Portugal, besides being common in
he whole Mediterranean area. Two sample masses (1 g and 5 g)
nd two PAHs spiking levels (20 ng/g and 100 ng/g) were used for
oth needles and bark of each species. The two methods were com-
ared not only in terms of validation parameters (detection limits,
recision, recovery) but also through the PAHs levels detected in
amples from eight field sites (four in Portugal and four in Catalonia,
pain). Comparison between such levels in needles and bark from
he same tree (to our knowledge only studied for heavy metals [21])
as also possible. Analysis and quantification was performed by

as chromatography–mass spectrometry (GC–MS) in selected ion
onitoring (SIM) mode, using deuterated PAHs as internal stan-

ards.

. Experimental

.1. Chemicals and reagents

Sixteen prioritary PAHs according to the US Environmental Pro-
ection Agency (EPA) were analysed: naphthalene, acenaphthylene,
cenaphthene, fluorene, phenanthrene, anthracene, fluoranthene,
yrene, benzo[a]anthracene, chrysene, benzo[b]fluoranthene,
enzo[k]fluoranthene, benzo[a]pyrene, indeno[1,2,3-cd]pyrene,
ibenzo[a,h]anthracene and benzo[ghi]perylene. The surro-
ate standard was a mixture containing [2H8]naphthalene
naphthalene-d8), [2H10]acenaphthene (acenaphthene-d10),
2H10]phenanthrene (phenanthrene-d10), [2H12]chrysene
chrysene-d12) and [2H12]perylene (perylene-d12), which were
dded to the samples before extraction and used as internal
tandards for quantification. Both standard mix solutions at
000 �g/L in hexane were from Supelco (Bellefonte, PA, USA).
lso from Supelco, [2H10]anthracene (anthracene-d10) was added

ust before GC–MS analysis to detect possible instrumental errors.
olvents (hexane and dichloromethane SupraSolv) were from
erck (Darmstadt, Germany). International Sorbent Technology

Mid Glamorgan, UK) provided the SPE alumina cartridges (5 g,
5 mL). Nitrogen for drying (99.995% purity) was from Air Liquide
Maia, Portugal)

In order to reduce the losses of the target compounds due to
dsorption upon glassware, all glass material was silanised before
se by soaking it overnight in a 15% dichlorodimethylsilane solution

n toluene, then rinsing with toluene and methanol and drying for
h at 400 ◦C. Dichlorodimethylsilane and toluene were provided by
ldrich (Milwaukee, WI, USA).

.2. Pine samples

Bark and needle samples for the performance assays were col-
ected from two trees in Porto, Portugal (one P. pinaster Ait. and one
. pinea L.) and naturally contaminated samples were collected from

ight trees in the Iberian Peninsula (four in Portugal, all P. pinaster
it.and four in Catalonia, Spain, all P. pinea L.). Porto (large urban
rea), Bragança (small urban area), Quintãs (rural) and Vide (moun-
ain) were the locations chosen in Portugal and Barcelona (large
rban area), Vic (small urban area), El Prat (seaside, close to the air-

2

c
u
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ort) and Montseny (mountain) in Catalonia. Needles were chosen
rom the bottom branches of the trees and removed in one piece
hile bark was collected all around the trunk from 50 to 150 cm

bove the soil, detaching only the most external layer.

.3. Sample pretreatment

Whenever possible, the samples were analysed immediately
fter collection. If not, they were kept from light and frozen until
xtraction. Two sample masses (1 g and 5 g) and two spiking levels
f native PAHs (20 ng/g and 100 ng/g) were used for the method
erformance assays. As to the naturally contaminated samples,
g of sample were analysed. The surrogate internal standards
ere added to all samples in a concentration of 50 ng/g. No fur-

her pre-treatment was needed. For both needles and bark of
oth pine species, two extraction methodologies were studied
or the four combinations of sample amounts and PAHs spiking
evels. The volume of the extracting solvent used in all assays
hexane:dichloromethane 1:1) was 90 mL. Triplicate analyses were
erformed for each situation, together with one method blank.

.4. Water content of bark and needles

Water content was determined for needles and bark of both pine
pecies based on a study of Hubert et al. [31]: three samples of
g each were dried at 80 ◦C until constant weight. P. pinaster Ait.
eedles have, on average, 59% water while bark has 11%. For P. pinea
. the values are very similar: 59% for needles and 13.5% for bark.
hese values were taken into account in order to present the results
egarding PAHs contamination levels in a dry-weight basis.

.5. Microwave-assisted extraction (MAE)

Microwave-assisted extractions were performed with a modi-
ed version of the WP700P17-3 domestic oven from Electric Co.
2,450 MHz, China), based on the work by Herbert et al. [32]. As
hown in Fig. 1, the flasks were inserted in the oven and coupled
o an exterior condenser connected to a 16 ◦C water bath, model
34 from Julabo (Seelbach, Germany). This device was used under
fume hood at all times and a microwave radiation sensor was per-
anently monitoring any possible leak. All glass parts (except the

ondenser) were previously silanised as described above.
Needles (cut into 1 cm bits) and bark (ground to <1 cm2

its with pestle and mortar) were inserted in 250 mL round-
ottomed flasks and extraction was performed using 90 mL of
exane:dichloromethane (1:1) for 30 min at 513 W. The extract was
vaporated to almost dryness (0.5 mL approximately) in a Buchi R-
00 rotavapor (Flawil, Switzerland) and further purified using SPE
lumina cartridges as explained in Section 2.2.3.

.6. Ultrasonic extraction (USE)

Following almost identically the procedure adopted by Ratola et
l. [15], needles (cut into 1 cm bits) and bark (ground to <1 cm2 bits
ith pestle and mortar) were inserted in glass tubes with 30 mL
exane/dichloromethane (1:1) and placed for 10 min in a 720 W
electa ultrasonic bath (J.P. Selecta, Barcelona, Spain). The proce-
ure was repeated two more times, using fresh solvent each time.
he extracts were treated as for MAE before clean-up.
.7. Clean-up

The extracts from MAE and USE were purified following a
lean-up procedure previously described by Ratola et al. [15],
sing SPE alumina cartridges (5 g, 25 mL). In brief, the cartridges
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Fig. 1. Scheme of the MAE apparatus (adapted from Herbert et al. [32]). (A) 250 mL
round-bottomed glass flask; (B) condenser connected to a 16 ◦C water bath; (C)
Claisen adaptor inserted into the microwave’s metallic tube attenuator, for radiation
protection.
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Table 1
GC–MS retention time windows and ions monitored in the SIM mode

Time window (min) Compound Abbr

0–16.00 Naphthalene-d8 Naph
Naphthalene Naph

16.00–25.00 Acenaphthylene Acy
Acenaphthene-d10 Ace-d
Acenaphtene Ace
Fluorene Fluo

25.00–43.00 Phenanthrene-d10 Phen-
Phenanthrene Phen
Anthracene-d10 Ant-d
Anthracene Ant
Fluoranthene Flt
Pyrene Pyr

43.00–49.50 Benzo[a]anthracene BaA
Chrysene-d12 Chry-
Chrysene Chry

49.50–60.00 Benzo[b]fluoranthene BbF
Benzo[k]fluoranthene BkF
Benzo[a]pyrene BaP
Perylene-d12 Pery-
Indeno[1,2,3-c,d]pyrene IcdP
Dibenzo[a,h]anthracene DahA
Benzo[ghi]perylene BghiP

Underlined, the main quantifying ions. Internal standards and anthracene-d10 shown in it
(2009) 1120–1128

ere conditioned prior to sample loading with 50 mL hexane-
ichloromethane (1:1). The extract was then added to the column
nd eluted with 50 mL hexane-dichloromethane (1:1), followed by
0 mL dichloromethane. The two fractions were collected into the
ame pear-shaped flask, pre-concentrated in a rotary evaporator
o 0.5 mL and transferred to 2 mL amber glass vials. Extracts were
vaporated at room temperature under nitrogen and reconstituted
n 1 mL of hexane. At this stage, 50 ng/mL of anthracene-d10 were
dded to account for possible instrumental errors in subsequent
C–MS analyses.

.8. GC–MS parameters and quantification

All samples were analysed by a Trace GC 2000 Series gas chro-
atograph from TermoQuest (Waltham, MA, USA) coupled to a

uadrupole mass spectrometer (Finnigan Trace MS 2000 Series),
perating in electron impact mode (EI, 70 eV). Separation was car-
ied out in a J&W Scientific (Folsom, CA, USA) 30 m × 0.25 mm I.D.
B-5 column coated with 5% diphenyl-polydimethylsiloxane (film

hickness 0.25 �m). The oven temperature programme started at
0 ◦C, held for 1 min, then up to 175 ◦C at 6 ◦C/min, held for 4 min,
o 235 ◦C at 3 ◦C/min and finally to 300 ◦C at 8 ◦C/min and held
or 5 min. Injection (2 �L) was in splitless mode, with the split
alve closed for 48 s. Carrier gas was helium (50 cm/s) and the
emperatures for the injector, transfer line and ion source were
80, 250 and 200 ◦C, respectively. Acquisition was performed under
ime-scheduled selected ion monitoring using the retention time
indows and ions indicated in Table 1. Total runtime was 60 min.

Table 1 presents the experimental mass conditions for the PAHs
nd the surrogate standards. Peak identification and integration
ere performed by internal standard method with the Excalibur

.2 software from Finnigan (Waltham, MA, USA). Five surrogate
AHs (Naph-d8, Ace-d10, Phen-d10, Chry-d12 and Pery-d12, one

er time window) were used for internal standard quantification
ode, in order to control the extraction efficiencies (see Table 1).
nthracene-d10 was used to check for possible GC–MS mass vari-
tions. Retention time information and up to three ions were used
o identify the base peaks.

eviation Retention time (min) Ions (m/z)

-d8 13.81 136, 108, 134
13.89 128, 127, 129

19.91 152, 151, 76
10 20.49 164, 162

20.62 154, 152, 76
23.02 166, 165, 164

d10 29.05 188, 184
29.21 178, 89, 152

10 29.45 188, 184
29.58 178, 89, 152
38.08 202, 200, 101
39.72 202, 200, 101

48.42 228, 226, 114
d12 48.31 240, 228

48.44 228, 226, 114

52.71 252, 250, 126
52.81 252, 126, 250
53.82 252, 126, 250

d12 54.04 264, 260
58.52 276, 138, 274
58.71 278, 276, 139
59.80 276, 138, 274

alics.
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Table 2

Compound Pinus pinaster Pinus pinea

Needles Bark Needles Bark

LOD (ng/g) Repeatability (%) LOD (ng/g) Repeatability (%) LOD (ng/g) Repeatability (%) LOD (ng/g) Repeatability (%)

(a) Limits of detection (LOD) and repeatability (n = 3) for MAE using spiked samples (20 ng/g, 5 g extracted)
Naph 0.04 1.1 0.14 5.4 0.06 3.8 0.15 13.1
Acy 0.14 3.4 0.27 9.9 0.06 3.7 0.10 8.1
Ace 0.22 0.9 0.89 7.2 0.34 2.5 0.80 2.0
Fluo 0.14 3.7 0.13 6.3 0.03 5.9 0.06 11.2
Phen 0.08 11.9 0.06 3.4 0.02 0.9 0.06 7.0
Ant 0.16 3.2 0.07 1.3 0.02 2.3 0.03 4.3
Flt 0.54 8.5 0.35 4.6 0.04 4.5 0.05 6.0
Pyr 0.24 9.4 0.16 3.6 0.03 5.2 0.08 4.5
BaA 0.38 4.6 0.03 1.7 0.02 1.3 0.03 3.0
Chry 0.38 4.8 0.04 1.8 0.02 3.5 0.03 3.0
BbF 0.07 2.3 0.11 5.2 0.05 2.4 0.08 4.0
BkF 0.07 2.7 0.12 6.5 0.05 2.8 0.07 3.8
BaP 0.08 2.1 0.10 4.4 0.08 3.3 0.09 5.5
IcdP 0.10 3.0 0.08 3.5 0.05 1.6 0.11 2.9
DahA 0.24 3.1 0.14 4.0 0.07 1.7 0.19 3.1
BghiP 0.10 3.1 0.11 3.1 0.06 0.4 0.10 2.1

(b) Limits of detection (LOD) and repeatability (n = 3) for USE using spiked samples (20 ng/g, 5 g extracted)
Naph 0.055 12.0 0.964 0.1 0.028 1.0 0.068 5.7
Acy 0.094 5.4 0.203 7.1 0.069 4.1 0.063 6.6
Ace 0.286 2.1 0.774 4.3 0.224 6.0 0.379 5.7
Fluo 0.069 3.5 0.330 11.5 0.057 11.6 0.040 5.6
Phen 0.037 12.5 0.157 1.3 0.030 6.4 0.020 3.5
Ant 0.073 3.3 0.164 1.9 0.033 4.7 0.023 4.5
Flt 0.346 2.8 0.875 12.3 0.052 0.7 0.047 5.5
Pyr 0.098 5.5 0.712 12.7 0.256 6.7 0.073 3.8
BaA 0.018 3.1 0.074 2.4 0.079 3.1 0.052 1.3
Chry 0.019 4.0 0.171 2.1 0.086 1.0 0.058 0.9
BbF 0.045 0.4 0.096 0.6 0.065 4.5 0.096 3.1
BkF 0.047 0.3 0.097 0.1 0.074 3.4 0.057 4.5
BaP 0.042 0.9 0.148 2.7 0.102 1.3 0.090 5.5
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IcdP 0.067 0.4 0.061 5.4
DahA 0.094 0.3 0.136 5.8
BghiP 0.071 0.6 0.128 5.9

. Results and discussion

.1. Method validation

All 16 PAHs studied showed linear behaviour from 0.01 to 1 mg/L
six calibration points), with correlation coefficients varying from
.9906 to 0.9956 and good chromatographic separation. Table 2
hows the results of the limits of detection (LODs, calculated using
signal-to-noise ratio of 3), and repeatability (average of three con-
ecutive injections of samples spiked at 20 ng/g). LODs are shown
n a dry-weight basis.

The LODs for needles ranged from 0.02 to 0.54 ng/g for MAE
nd from 0.02 to 0.35 for USE, but the values are generally below
.2 ng/g for P. pinaster and 0.1 ng/g for P. pinea. These values are in

ine with previously released data [15,33]. The results for pinea nee-
les proved to be better, with lower detection limits in most cases.
iccardo et al. [13] refer that the morphological and physiological
ifferences between different conifer species can be a key factor
hen persistent organic pollutants uptake is concerned. In fact, P.

inaster needles proved to be a more difficult matrix to handle,
howing a wider range of interfering compounds in its quantifica-
ion. Maybe this can explain the differences shown particularly for
lt, Pyr, BaA and Chry in MAE and Flt in USE.

For bark samples the results are similar, with LODs ranging

etween 0.03 and 0.89 ng/g for MAE and from 0.02 to 0.96 ng/g
or USE. However, in the latter case and for P. pinaster needles, the
ODs were poorer for bark. Matrix differences towards the needles
ay explain this particular exception. Still, USE globally presented

ower LODs comparing with MAE.

3
t
A
(
e

0.108 2.6 0.093 3.4
0.226 3.8 0.172 4.1
0.104 3.0 0.115 2.7

The overall results for repeatability are good, with most values
elow 10% and showing no clear differences between sample type,
ine species or extraction procedure.

Carryover was checked by blank chromatographic assays. Blank
amples were also performed before each set of experiments in
rder to subtract the contribution of the naturally present PAHs
nd correct the final recovery results.

.2. Recovery assays

Two different extraction procedures were considered in this
ork: MAE and USE. The following sections describe the results

f the recovery assays (and respective standard deviations) estab-
ished to assess the performance of both methodologies applied to
he quantification of PAHs in needles and bark of P. pinaster Ait. and
. pinea L. To facilitate the interpretation of the results, both species
ill be shown separately.

.2.1. Extraction of Pinus pinaster Ait
Fig. 2 shows the values of the recovery assays for the needle

amples (1 g and 5 g; 20 and 100 ng/g PAH spiking level).
Common trends are found in the recovery assays regardless of

ample mass and spiking concentration. For both MAE and USE,
he recoveries for the lower molecular weight PAHs (LMW, with 2,

and 4 aromatic rings) are within the 70–130% range accepted by

he US Environmental Protection Agency for these types of analyses.
decrease in these values is verified for the 5- and 6-ringed PAHs

HMV), especially for IcdP, DahA and BghiP, which presented recov-
ries below 50% under the conditions used. This difficulty is very
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ommon regardless of the multi-analyte procedures, once it is not
asy to quantify with the same accuracy a group of compounds with
ifferent characteristics, namely in terms of polarity and volatility.
ome important parameters have to be carefully considered, such
s the extracting solvent. Currently, mixtures of solvents are used
n order to widen the spectrum of polarity of the extraction. Hex-
ne:dichloromethane and hexane:acetone are very common. For
AE it is important that the solvents have a high dissipation factor

n order to allow a proper excitation by the microwaves, trans-
ormed in thermal energy [34]. Acetone has such characteristic,
ut dichloromethane is preferable during reconcentrations due to

ts lower boiling point [35], thus allowing faster evaporation steps.
or airborne particulate matter, Karthikeyan and Balasubramanian
36] proved the advantages of hexane:acetone (1:1), as did Yusà
t al. [37] for naphthalenes in semipermeable membrane devices.
or USE, Hollender et al. [38] found similar results for acetone and
ichloromethane when extracting PAHs from soils and Capuano et
l. [29] preferred hexane alone to extract PAHs from pine needles.
nterestingly, the same authors used hexane:dichloromethane (1:1)
or soils and sediments, extracted by accelerated solvent extraction
ASE). As it can be seen, there is not an “ideal” extracting solvent.
omparing several extraction procedures, Piñeiro-Iglesias et al. [39]
sed hexane:acetone (1:1) to extract PAHs from SRM 1650 diesel
articulate matter and found similar recovery results for Soxhlet,
SE and MAE. Still, they came upon the same lower recoveries for

he HMW PAHs.

The clean-up is also a crucial factor, once the complexity of

ome matrices can lead to difficulties in the quantification. Coelu-
ions and subsequent lack of proper selectivity are common when
nalyzing PAHs, since the ions formed by GC–MS in EI mode have
ometimes masses comparable those of other matrix compounds

w
a
m

s

. needles (1 g and 5 g) spiked with 20 ng/g and 100 ng/g of each of the 16 EPA PAHs,

humic acids, sulphur, fats, waxes or oils) [40]. This can explain
he sporadic high recoveries for some PAHs. On the other hand,
nefficient ionisation can be another reason for some of the lower
ecoveries found. The clean-up chosen in this study is commonly
sed and has proven its efficiency in previous studies [15,33] but
ther solutions would be possible, such as additional SPE [13] or gel
ermeation chromatography [10], despite the risk of other types of

osses. Nevertheless, and unfortunately, as stated by Jánská et al.
41] the selectivity of both “classic” and “novel” extraction proce-
ures can be low, as in most cases increased recovery accompanies
igher quantities of matrix interferences.

In terms of quantification itself, isotope-dilution is suggested for
ost complex matrices instead of the widespread internal stan-

ard approach [40], given the improved recoveries. The recoveries
f the surrogate standards can also be an important factor, although
his evaluation required the comparison the peak areas of the sam-
les with the peak areas obtained in the calibration. This is not
he procedure used for the assessment of the recovery results for
he target compounds (internal standard method). However, and
espite this limitation, the recoveries of the surrogate standards
ere calculated. Average recoveries of 89%, 99% and 97% were found

or Ace-d10, Phen-d10 and Chry-d12, respectively. Naphthalene-d8
ad poorer and inconsistent values (between 7% and 102%, average
3%), which may reflect the difficulties verified in the analysis of
aphthalene (only compound quantified by Naph-d8). Regarding
erylene-d12, a more consistent, yet rather low recovery results

ere found, between 24% and 58%, with 46% average. This can

lso justify the lower overall recoveries obtained for the six higher
olecular PAHs.
The results show other particular aspects. Recoveries are very

imilar when comparing MAE to USE. The only consistent differ-
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nce occurred for the HMV PAHs with 5 g and 100 ng/g, when MAE
roduced better results (about 20% more). However this fact can
e a consequence of instrumental uncertainties rather than a spe-
ific operative reason. Furthermore, for the less sample mass and
piking concentration, the overall results were worse, probably due
o the natural increase in method uncertainty when the lowest
oncentrations are reached. Some problems were detected in the
uantification of naphthalene, which showed some inconsistency.
esides the poor recoveries for naphthalene-d8, naphthalene is also
he most volatile of all the PAHs under study and the risk of losses is
mplified, especially when the methodology employs evaporation
teps [39]. Cheng [42] reported recoveries of naphthalene dropping
rom almost 90% to less than 65% when using a rotary evaporator
o reduce a volume of 300 mL–1 mL. The author suggests reducing
he volume to a minimum of 3 mL, but operating factors may advise
gainst this procedure once extra flask or vial transferences may
lso increase the global losses. Still, this problem occurred mostly
n the 1 g experiments.

Fig. 3 shows the recoveries of PAHs in bark samples.
Given the diverse structure and composition of needles and

ark, different results were expected. However, the patterns seen
or needles were also found for bark. In general, there was a slight
verall decrease in the recoveries for the LMW PAHs, especially
hen extracting 5 g of sample. Matrix effects play a crucial role

n the recovery of PAHs, since a greater amount of sample yielded
ower recoveries. The two extraction procedures are again repro-

ucible, with a slight advantage for USE in this case, namely for the
MV PAHs. The problems with naphthalene were noticed again.

It is clear that in terms of validation alone, both needles and
ark of P. pinaster Ait. are fit for PAHs level assessment, given the
imilarity of the methodology performances. Plus, isotope dilution

s
t

p
p

it. bark (1 g and 5 g) spiked with 20 ng/g and 100 ng/g of each of the 16 EPA PAHs,

uantification allowed the correction of some inconsistencies in the
ecovery results for naphthalene and the low recoveries found for
igh molecular PAHs.

.2.2. Extraction of Pinus pinea L.
The same experiments (1 g and 5 g; 20 and 100 ng/g PAH spiking

evel) were performed with samples of P. pinea L. The results of
he recovery assays are not displayed since they were similar to P.
inaster, showing the same merits and problems.

However, for the needle samples a clear difference was now
oticed between the assays with 1 g and 5 g, in favour of the lat-
er. Up to a point where matrix interferences are very influential,
aving more initial sample usually produces better identification
nd quantification results. In a previous work with samples of this
pecies [15] good results were found for USE with up to 10 g of sam-
le. On the other hand, attempts with the same amount of P. pinaster
eedles proved unfruitful due to the amount of matrix interferences
hich made compound identification virtually impossible under

he specified operative conditions. As mentioned before, the mor-
hological and physiological differences between different conifer
pecies can account for the difference between the two species. In
inaster, matrix interferences are stronger and fewer amounts of
eedle samples are necessary.

Taking the 5 g assays, the results are good and the decrease for
he HMVs is clearly noticed only for IcdP, DahA and BghiP, with
ewer than 40% recovery for either extraction method. In fact, the

imilarity between MAE and USE is even stronger in this case. Naph-
halene only presented problems in the 1 g, 20 ng/g assays.

The trends for bark samples are also in agreement with the ones
resented for P. pinaster. Good recoveries except for the HMV PAHs,
roblems in the quantification of naphthalene (in this case only
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Table 3
Concentration of the 16 EPA PAHs in naturally contaminated pine needle (need) and bark samples collected from four different locations (extracted by MAE)

Compound Porto Bragança Quintãs Vide Barcelona Vic El Prat Montseny

Need Bark Need Bark Need Bark Need Bark Need Bark Need Bark Need Bark Need Bark

Naph 19 7 29 25 23 69 n.a. n.a. 70 7 37 10 29 9 n.a. 8
Acy 7 1 38 1 57 1 4 1 20 1 6 3 6 1 4 3
Ace 9 8 19 5 37 9 35 6 41 6 16 7 26 5 23 5
Fluo 38 7 126 2 161 6 20 3 57 5 19 50 32 4 24 17
Phen 273 41 648 20 799 24 84 7 171 16 64 42 181 7 54 17
Ant 13 2 47 1 29 1 7 1 9 1 5 2 4 1 2 1
Flt 104 23 253 11 268 24 21 4 49 10 30 20 56 10 14 8
Pyr 89 13 49 9 119 12 21 3 140 12 51 32 49 8 58 9
BaA 5 2 12 2 9 2 99 1 10 2 10 3 10 1 4 1
Chry 18 4 43 4 37 5 9 1 24 2 19 10 29 3 4 3
BbF 7 3 5 2 5 3 4 1 14 7 6 2 10 3 5 2
BkF 2 1 2 1 2 1 1 1 5 2 2 2 4 1 2 1
BaP 1 1 2 1 1 1 1 1 2 3 4 2 2 1 4 2
IcdP 1 1 1 1 1 1 1 1 2 2 2 2 2 1 7 3
D
B
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N
A
A
F
P
A
F
P
B
C
B
B
B
I
D
B
�

n

ahA n.d. n.d. 1 1 1 n.d. 1
ghiP 2 1 1 1 1 1 1
PAH 590 116 1276 85 1552 159 310

.a. – not available; n.d. – not detected. All values in ng/g (dry weight).

or MAE samples) and similarity of responses for MAE and USE,
lthough it is perceptible that for the 5 g, 20 ng/g assay the latter
resents better results for the HMV PAHs.

These sets of results show the overall suitability and versatil-
ty of two different extraction methods to quantify PAHs from pine
rees and of two pine species to act as biomonitors for the afore-

entioned pollutants. Recovery of PAHs is possible at low and high
oncentrations, with relatively small sample amounts. The next
tep would be to validate such findings for field samples.

.3. Field study

In order to assess the application of MAE and USE to the detec-
ion of PAHs in naturally contaminated samples and to compare
oth pine species and, especially, the differences between nee-
les and bark in the same tree, eight sampling sites from different
ocio-environmental locations were chosen: four in Portugal (all P.
inaster Ait. trees) and four in Catalonia, Spain (all P. pinea L. trees).

ll target PAHs were identified (except for naphthalene in two occa-
ions) and the individual and total concentrations (dry weight) are
resented in Tables 3 and 4, for MAE and USE, respectively.

One fundamental aspect stands out from the analysis of the
esults on both tables: the total concentration of PAHs is clearly

n
o
t
p
o

able 4
oncentration of the 16 EPA PAHs in naturally contaminated pine needle (need) and bark

ompound Porto Bragança Quintãs Vide

Need Bark Need Bark Need Bark Need Ba

aph 66 27 22 21 27 12 34 n
cy 7 1 35 1 65 1 4
ce 7 6 17 4 27 4 10
luo 45 15 149 4 210 4 18
hen 276 72 854 26 955 31 80
nt 16 2 65 1 35 1 4 n
lt 138 38 289 13 271 25 23
yr 54 20 48 10 124 12 20
aA 5 2 14 2 9 2 4
hry 17 5 34 3 39 5 9
bF 6 3 5 2 4 3 2
kF 4 1 1 1 1 1 1
aP 4 1 2 1 1 1 1 n

cdP 3 1 1 1 1 1 1 n
ahA 2 1 1 1 1 1 1
ghiP 4 2 1 1 1 1 1
PAH 655 196 1537 90 1773 103 213

.a. – not available; n.d. – not detected. All values in ng/g (dry weight).
1 1 n.d. 3 2 2 1 10 4
1 4 4 2 2 2 1 7 3

31 619 81 277 189 446 58 221 85

igher in needles than in bark, considering the same tree and the
um of all 16 PAHs. Furthermore, the most volatile PAHs were more
requently detected and at higher concentrations, thus indicating
tmospheric deposition as their major source. In the field, the dif-
erences in structure between needles and bark seem to play an
mportant role. To our knowledge, there is no evidence of com-
arative studies between the ability of needles and bark for the
ccumulation of PAHs. Such data was only reported for heavy metal
ontamination by Sameka-Cymerman et al. [21]. However, their
tudy shows that in some cases, different heavy metals have dif-
erent affinities towards needles and bark. In the case of PAHs and
ther airborne organic pollutants, pine needles have been recog-
ized as good biomonitors by several studies reported in literature.
or bark, this is not the case, and studies mainly focus on heavy
etal accumulation. The surface of bark is very porous and almost

nert in the presence of organic and organic substances [17] and
he accumulation of contaminants is mainly by deposition from
he atmosphere onto the outer layer [16], which also occurs for

eedles. However, being inert, bark does not have the same means
f “entrapment” for organic pollutants. Although some materials of
he bark, namely suberin, favour the partitioning of organochlorine
ollutants [43], the waxy surface of the needles composed mainly
f fatty acids (methyl esters), polyesters, paraffins [44] and sec-

samples collected from four different locations (extracted by USE)

Barcelona Vic El Prat Montseny

rk Need Bark Need Bark Need Bark Need Bark

.a. 135 10 50 10 58 8 n.a. 7
1 24 1 7 1 12 1 3 2
4 47 3 17 4 59 3 13 3
2 73 2 37 14 70 1 23 8
4 189 14 71 18 181 7 30 15

.d. 9 1 4 1 6 1 1 1
4 64 8 32 12 87 8 9 5
2 174 9 70 14 95 7 24 5
1 11 2 10 2 8 1 7 1
1 32 2 21 2 28 3 7 1
1 16 6 7 3 7 3 13 3
1 5 2 4 1 2 1 15 2

.d. 4 2 4 2 2 1 15 3

.d. 3 1 4 1 2 1 4 1
1 n.d. 1 4 1 2 1 35 6
1 5 4 4 1 2 1 35 7

22 790 66 347 90 620 48 235 70
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ig. 4. Needle/bark � PAHs ratio (left side axis) for MAE (grey bars) and USE (whit
ark (white circle line).

ndary alcohols [45] is probably more effective in trapping such
ontaminants. The different behaviour between needles and bark
s elucidated in Fig. 4. Referring to the left hand side axis, it can be
een that the ratio needles/bark is always above 2 for both MAE and
SE (except in Vide with MAE) and easily reaches values of 10 or
igher. These evidences favour needles over bark as biomonitors of
AHs.

Still, further elements can be analyzed. Also noticeable is the
imilarity between the results of the two extraction strategies,
specially for needles. In fact, ranking the sampling sites from
he most to the least contaminated, we have, for MAE: Quin-
ãs > Bragança > Barcelona > Porto > El Prat > Vide > Vic > Montseny.
or USE the sequence is almost the same, only with Vide in the last
osition. In terms of absolute values the differences are negligible,
s can be seen on the right hand side axis in Fig. 4. Taking the
atio 1 as reference, corresponding to the same value for both
xtraction procedures, USE is slightly favoured in terms of total
AHs concentration, but with a ratio very close to 1. The exception
s Vide, where MAE obtained a higher value, but since this is one
f the least contaminated sites, the uncertainty of the analytical
ethodologies can account for such minor deviations to the gen-

ral rule. Interestingly, the values for bark are also not so different
hen comparing MAE and USE, but the PAHs contamination

anking is somewhat different from the one seen for nee-
les: Vic > Quintãs > Porto > Bragança > Montseny > Barcelona > El
rat > Vide for MAE and USE almost the same, with Quintãs
receding Porto and Vic instead. Again the structural differences
f the two materials can explain the diverse behaviour, although
or bark the levels of PAHs found are so much lower that the

ethod uncertainty is probably the key factor. Still, seemingly
ow concentrations for bark are also reported by other authors.
chulz et al. [17] found values for BaP of 9.14 ± 1.08 ng/g on P.
ylvestris L. in a heavily polluted area and Di Lella et al. [18] in a
tudy performed in Kabul could only identify four of the 16 EPA
AHs (Phe, Ant, Flt and Pyr), with total concentrations between
9.4 and 161.2 ng/g. Fig. 4 also demonstrates that for bark MAE

xtracted higher concentrations than USE, except for Porto and
ragança. It is clear that needles should be considered more reli-
ble as biomonitors for PAHs and that both MAE (with an adapted
omestic microwave oven) and USE are equally fit to perform the
xtraction step successfully.

a
&
r
1
h

) and MAE/USE � PAHs ratio (right side axis) for needles (black triangle line) and

Taking a closer look into the degree of contamination of each site
needles only) for USE (since it presents the highest concentrations
f total PAHs), the ranking follows the expectations considering
hat urban sites should be more polluted than rural or mountain
ites. The exceptions are two flagrant cases: Quintãs (a rural site)
nd Bragança (a small interior city), which presented by far the
eaviest contaminations. A good explanation could be that in the
rst case, heavy road construction had been occurring for some
ime and that the tree in the second case is placed right next to a
ery busy gas station. The other results seem to follow the socio-
nvironmental trends. Porto and Barcelona, two mass urban sites
ave very similar results with slightly higher concentrations for
he bigger city, but closely followed by El Prat. Although being a
easide location, it is surrounded by the Barcelona airport, which
an enhance the levels of contamination. The small interior city
f Vic follows the trend and the two more remote mountain sites
Montseny and Vide) are the least contaminated. Phenanthrene was
he most abundant PAH in all needle samples except Montseny and
lso in the majority of the bark samples. Such evidence is widely
onfirmed in literature and is probably due to its stability in pine
eedles [10,11].

The values or ranges of contamination by PAHs reported in lit-
rature for pine needles are similar to the levels presented in this
tudy. A previous work by the same authors with P. pinea L. needles
evealed the same trends of contamination, although with slightly
ower levels [15]. For P. pinaster Ait. Piccardo et al. [13] reported
alues between 21.88 ng/g in a remote site and 817.41 ng/g near a
eavy traffic road (dry weight) and also that values for Pinus nigra
rn. in rural areas seem to be, on average, 2.3 times higher than

or P. pinaster Ait. Regarding other pine species, Tremolada et al.
7] found a range of 19–3091 ng/g and an average of 323 ng/g (dry
eight) in UK rural sites, whereas Migaszewski et al. [46] obtained

alues between 78 and 216 ng/g for the 16 EPA PAHs plus perylene
n forest sites, both for P. sylvestris L. For the same PAHs, Hwang
t al. [10] found values of 62 and 166 ng/g for two rural sites, 204,
43 and 384 ng/g in semi-urban and urban sites and 1126 ng/g in

n industrial site (all dry weight and for Pinus densiflora Siebold
Zucc., maximartinezii Rzed. and taeda L.). Finally, Liu et al. [14]

eported a range between 280 and 3000 ng/g (dry weight) of the
6 EPA PAHs minus naphthalene in Pinus massoniana Lamb from
eavily populated regions of China.
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. Conclusions

Two different extraction strategies (MAE and USE) were tested
n the extraction of the 16 EPA PAHs from pine trees of two
ifferent species (P. pinaster Ait. and P. pinea L.) and obtained
ery similar recovery results for both needles and bark. Values
etween 70 and 130% were reached in the majority of the cases.
owever, for indeno[1,2,3-cd]pyrene, dibenzo[a,h]anthracene and
enzo[ghi]perylene recoveries were all below 50% but these low
esults were compensated using isotope dilution quantification.
imits of detection were globally below 0.2 ng/g. Both methods
ere considered reliable to perform the extraction under the given

xperimental conditions.
The field study with samples from eight natural sites revealed

evels of contamination within the ranges previously reported in
iterature. Furthermore, it showed that needles are more suitable
iomonitors for PAHs than bark, reaching concentrations from 2 to
7 times higher. Both MAE and USE displayed similar results for
oth matrices separately.
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P. Cudlín, J. Cáslavský, Environ. Pollut. 109 (2000) 283.

[7] P. Tremolada, V. Burnett, D. Calamari, K.C. Jones, Environ. Sci. Technol. 30 (1996)
3570.

[8] D.M. Wagrowski, R.A. Hites, Environ. Sci. Technol. 31 (1997) 279.
[9] Q. Lang, F. Hunt, C.H. Wai, J. Environ. Monit. 2 (2000) 639.
10] H.-M. Hwang, T.L. Wade, J.L. Sericano, Atmos. Environ. 37 (2003) 2259.
11] X.-P. Wang, T.-D. Yao, Z.-Y. Cong, X.-L. Yan, S.-C. Kang, Y. Zhang, Sci. Total Environ.

372 (2006) 193.
12] E. Lehndorff, L. Schwark, Atmos. Environ. 38 (2004) 3793.
13] M.T. Piccardo, M. Pala, B. Bonaccurso, A. Stella, A. Redaelli, G. Paola, F. Valério,

Environ. Pollut. 133 (2005) 293.
14] G. Liu, G. Zhang, J. Li, X. Li, X. Peng, S. Qi, Atmos. Environ. 40 (2006) 3134.
15] N. Ratola, S. Lacorte, A. Alves, D. Barcelò, J. Chromatogr. A 1114 (2006) 198.
16] L. Harju, K.-E. Saarela, J. Rajander, J.-O. Lill, A. Lindroos, S.-J. Heselius, Nucl. Instr.

Methods B 189 (2002) 163.
17] H. Schulz, P. Popp, G. Huhn, H.-J. Stärk, G. Schüürmann, Sci. Total Environ. 232

(1999) 49.
18] L.A. Di Lella, S. Loppi, G. Protano, F. Riccobono, Atmos Environ. 40 (2006)

225.
19] G. Huhn, G. Schulz, H.-J. Stärk, R. Tölle, G. Schüürmann, Water Air Soil Pollut.

84 (1995) 367.
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a b s t r a c t

The present study demonstrated for the first time that screen-printed carbon microband electrodes fab-
ricated from water-based ink can readily detect H2O2 and that the same ink, with the addition of lactate
oxidase, can be used to construct microband biosensors to measure lactate. These microband devices
were fabricated by a simple cutting procedure using conventional sized screen-printed carbon electrodes
(SPCEs) containing the electrocatalyst cobalt phthalocyanine (CoPC). These devices were characterised
with H2O2 using several electrochemical techniques. Cyclic voltammograms were found to be sigmoidal;
a current density value of 4.2 mA cm−2 was obtained. A scan rate study revealed that the mass transport
mechanism was a mixture of radial and planar diffusion. However, a further amperometric study under
quiescent and hydrodynamic conditions indicated that radial diffusion predominated. A chronoampero-
metric study indicated that steady-state currents were obtained with these devices for a variety of H2O2

concentrations and that the currents were proportional to the analyte concentration. Lactate microband
biosensors were then fabricated by incorporating lactate oxidase into the water-based formulation prior
to printing and then cutting as described. Voltammograms demonstrated that lactate oxidase did not
compromise the integrity of the electrode for H2O2 detection. A potential of +400 mV was selected for
a calibration study, which showed that lactate could be measured over a dynamic range of 1–10 mM

which was linear up to 6 mM; a calculated lower limit of detection of 289 �M was ascertained. This study
provides a platform for monitoring cell metabolism in-vitro by measuring lactate electrochemically via a
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microband biosensor.

. Introduction

Screen-printing technology has been used extensively to
evelop biosensors for important biomedical markers [1]. Lactate

s an important marker in cell metabolism and the purpose of the
urrent study was to develop an electrochemical biosensor to mon-
tor this metabolite. In order to monitor cell metabolism for a 24 h
eriod it is necessary to produce microband biosensors to avoid any
ignificant perturbation of the system and avoid any adverse effects

n the cells. Microelectrodes can be formed by a variety of methods
ncluding laser micromachining [2], sonoelectrochemistry [3,4] and
hotolithography techniques [5]; and by direct cutting as shown by
hang and Zen [6] and Authier et al. [7]. The method of Authier et
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l. and one previously reported by our group [8] are considered
o be the simplest to use and a similar method was used in the
resent study to produce microband electrodes. Microband elec-
rodes have several advantages over conventional sized electrodes
mm2) including low ohmic drop, steady-state currents, indepen-
ence of signal on stir rate and increased signal-to-noise ratios,

eading to lower detection limits [9,10].
In this investigation, microband biosensors were fabricated

sing screen-printed carbon electrodes (SPCEs) produced from
water-based carbon ink. This ink has key advantages over an

rganic-based ink, as it is less toxic, and does not denature
nzymes; this allows for a one-step printing process which greatly
educes the cost of production. This approach has been used

uccessfully to produce glucose biosensors in which glucose oxi-
ase was incorporated into a water-based ink and printed in a
ne-step print process [11,12]. In the present study, the enzyme

actate oxidase was incorporated directly into the water-based ink,
ogether with the electrocatalyst cobalt phthalocyanine (CoPC).
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actate oxidase catalyses the oxidation of lactate to pyruvate with
he production of hydrogen peroxide (H2O2). This H2O2 can then
e followed electrochemically via its electrocatalytic oxidation by
oPC; the reaction scheme can be seen in Eqs. (1) and (2). The reac-
ion mechanism for this process has been previously reported by
ur group [13,14].

Co2+PC + H2O2 → 2Co+PC + 2H+ + O2 (1)

Co+PC → 2Co2+PC + 2e− (2)

This study demonstrates for the first time that screen-printed
arbon microband electrodes, fabricated from water-based ink can
eadily detect H2O2 and that the same ink, with the addition of
actate oxidase, can be used to construct biosensors for lactate mea-
urements. To our knowledge, this is the first report of a microband
iosensor for lactate measurements using such an approach.

. Experimental

.1. Chemicals and reagents

All chemicals were purchased from Sigma–Aldrich. A 0.5 M
odium lactate stock solution in 0.25 M phosphate buffer pH 7.3 was
ade up fresh on each experimental day. The supporting electrolyte
as phosphate buffer prepared at 0.25 M by combining appropriate

mounts of di-sodium hydrogen orthophosphate and sodium di-
ydrogen orthophosphate. A stock solution of 0.5 M H2O2 solution
as made up fresh in 0.25 M phosphate buffer pH 7.3 and any fur-

her concentrations of H2O2 were prepared via dilution of the stock
ith phosphate buffer. The lactate oxidase was from Aerococcus

iridans obtained from Genzyme UK (code 1381).

.2. Apparatus

All electrochemical measurements were carried out using a
ual screen-printed electrode design. A CoPC-SPCE based on an

nk code C207070501R2 containing no lactate oxidase and ink
ode C20727D3 which incorporated the enzyme lactate oxidase
microband lactate biosensors) was used to screen-print electrodes
Gwent Electronic Materials Ltd. (GEM)). These inks were screen-
rinted on one side of the 0.5 mm thick PVC substrate and a
efined area of 9 mm2 was created using dielectric tape; an Ag/AgCl
eference electrode was printed around the working electrode
conventional sized Fig. 1A). Microbands were formed by cutting
hrough the working electrode and insulator layer using scissors,
hus exposing the edge of the electrodes (Fig. 1B). The geometrical
rea of the edge was calculated to be 5.28 × 10−4 cm2 by multiply-
ng the length (l) by the width (w). The value of w (17.6 �m) was

easured using a TESA digital micrometer obtained from Radio
pares, Switzerland. The SPCEs were connected to the potentiostat
y two gold clips attached to the ends of two electrical leads. All
lectrochemical measurements were made with an Autolab Pstat10
otentiostat (Windsor Scientific, Slough) and accompanying soft-
are. The electrochemical cell was a Metrohm tapered-wall glass

ell with water jacket. The temperature was fixed at 25 ◦C by means
f a circulating water bath (HAAKE D3).

.3. Cyclic voltammetric measurements of hydrogen peroxide at
icroband SPCEs
Cyclic voltammograms were obtained by scanning from 0 to +1 V
t a scan rate of 20 mV s−1 using a 10 ml aliquot of 5 mM H2O2. This
as done using both plain microband SPCEs which did not con-

ain the electrocatalyst CoPC and microband SPCEs that contained
he electrocatalyst (CoPC-SPCEs). This was performed to show that

b
a
w
u
s

ig. 1. Schemic diagram of SPCEs used and method to produce (A) conventional and
B) microband electrodes.

he signal generated occurred via the electrocatalytic oxidation of
2O2. A scan rate study using 1, 10, 20 and 50 mV s−1 for H2O2
as carried out to establish whether microelectrode behaviour
ccurred as indicated by the appearance of steady-state currents
9].

.4. Cyclic voltammetric measurements of lactate using
icroband CoPC-SPCEs and microband biosensors

Cyclic voltammograms were obtained by scanning from 0 to
1 V at a scan rate of 20 mV s−1 using a 10 ml aliquot of 5 mM lac-
ate solution. These voltammograms were generated at, microband
oPC-SPCEs without lactate oxidase, and microband biosensors
ontaining both CoPC and lactate oxidase (microband biosensors).

.5. Effect of stirring on the amperometric response for H2O2
sing microband CoPC-SPCEs

Amperometry was used to obtain current versus potential plots
n quiescent and stirred solution containing 5 mM H2O2 and blank
.25 M pH 7.3 phosphate buffer solutions. This was done by trans-
erring a 10 ml aliquot of H2O2 solution or blank solution to the cell,
tepping the potential from open circuit to 0 V, then stepping from
to +0.1 V and continuing in this way to a final potential of +1 V.

he voltammograms constructed using the mean value from tripli-
ate measurements were used to ascertain the effect of stirring on
he response and also, to deduce the potential to be used in later
mperometric studies.

.6. Calibration study on H2O2 using chronoamperometry with
icroband CoPC-SPCEs

Standard solutions containing 0.07, 0.21, 0.7, 2.1 and 7 mM H2O2
ere prepared in 0.25 M pH 7.3 phosphate buffer. Chronoampero-

rams were then recorded using a fresh microband CoPC-SPCE and
0 ml aliquots of each H2O2 solution. Each solution was examined

y inserting the electrode and leaving at open circuit for 5 s before
pplying a potential of +400 mV for a period of 100 s. One electrode
as used for all solutions examined, and this procedure repeated
sing a further four electrodes to give a total of five replicate mea-
urements at each concentration.
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Fig. 2. (I) Typical cyclic voltammogram obtained using a microband CoPC-SPCE (A
and B): for 5 mM H2O2 (A) and plain 0.25 M phosphate buffer pH 7.3 (B). A typical
voltammogram obtained using microband SPCEs (no electrocatalyst) for 5 mM H2O2

(C). (II) Typical cyclic voltammograms obtained for 5 mM lactate using microband
biosensors (A and B): for 5 mM lactate (A) and plain 0.25 M phosphate buffer pH 7.3
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.7. Optimisation of the potential for amperometric
easurements of lactate using microband biosensors

In order to deduce the optimum applied potential for calibra-
ion studies, amperometric measurements were made at various
otentials in lactate and blank buffer solutions. The microband
iosensors were placed in 5 mM lactate solution for 500 s for the
rst two potential steps then 2000 s for the succeeding appli-
ation of each potential step up to +1 V. The resulting data was
sed to plot a voltammogram from which the potential to be
sed in amperometric studies was deduced. It should be added
hat the time taken to reach a steady current is considerably
ess at the lower potentials, i.e. below +200 mV; consequently
horter analysis times are required for the current data sets in this
egion.

.8. The effect of pH on the response generated at microband
iosensors for lactate determination

The effect of pH was investigated over the pH range 6–8 at
constant phosphate buffer strength of 0.25 M with microband

iosensors. A calibration study was performed by adding 40 �l
liquots of a 0.25 M solution of lactate to a 10 ml solution of 0.25 M
hosphate buffer giving 1 mM additions of lactate. A fixed potential
f +400 mV versus a Ag/AgCl reference electrode was used through-
ut the study under quiescent conditions.

.9. The Effect of buffer strength on the response generated at
icroband biosensors for lactate determination

The effect of buffer strength over the range 0.1, 0.25, and 0.5 M
H 7.3 phosphate buffer was investigated with microband biosen-
ors. Cyclic voltammograms were obtained by scanning from 0 to
1 V at a scan rate of 20 mV s−1, using a 10 ml aliquot of 5 mM lac-
ate in the different buffer; blank buffers without the lactate present
ere also examined under the same conditions. This was done in

riplicate using a fresh electrode for each voltammogram.

.10. Calibration study using amperometry with microband
iosensors for lactate detection

Calibration studies were carried out with microband biosensors
y making 40 �l additions of a 0.25 M solution of lactate to a 10 ml
olution of 0.25 M pH 7.3 phosphate buffer containing 0.1 M NaCl
quating to 1 mM additions of lactate. Amperograms were recorded
sing a fresh microband biosensor for each calibration curve. After
witching to +400 mV for a period 1000 s, to ensure that a steady-
tate was reached, lactate additions were made every 300 s up to a
0 mM lactate concentration.

. Results and discussion

.1. Cyclic voltammetric measurements of hydrogen peroxide at
icroband CoPC-SPCEs and plain microband SPCEs

An initial cyclic voltammetric study was performed to estab-
ish whether H2O2 could be measured using the new microband
oPC-SPCEs. The voltammogram is shown in Fig. 2IA for H2O2 at
his electrode and clearly exhibits an electrocatalytic oxidation sig-
al at approximately +0.5 V (Fig. 2I(A); the lack of a peak on the

oltammogram obtained in the plain buffer solution (Fig. 2I(B))
emonstrates that H2O2 is responsible for the response [8]. We
lso carried out the equivalent experiment but with microband
PCEs that contained no electrocatalyst; clearly no signal for H2O2
as observed (Fig. 2I(C)). From these results it can be deduced

s
c
r
d
t

B). Typical voltammograms are also shown obtained using microband CoPC-SPCEs
C) that contained no enzyme obtained for 5 mM lactate.

hat H2O2 is catalytically oxidised through Co2+/Co+ redox couple
8,14]. It is also interesting to note that the new design microband
oPC-SPCEs gave a current density value calculated from Fig. 2I(A)
f 4.2 mA cm−2 compared to 290 �A cm−2 for conventional sized
oPC-SPCEs; this is due to the more efficient mass transport at the
icroband electrode surface, where radial diffusion is occurring,

ompared to the planar diffusion which is seen at the conventional
ized electrode surface. Such high current density values have been
een previously for screen-printed tubular microband electrodes
8].

A scan rate study was performed with the new microband elec-
rodes and the resulting voltammograms and steady-state currents
re plotted in Fig. 3. Voltammograms in Fig. 3A show steady-state
urrents are obtained for the electrocatalytic oxidation of hydro-
en peroxide at a CoPC-SPCE microband electrode over the range
–50 mV s−1. This behaviour is indicative of mass transport by radial
iffusion. This supports our earlier conclusion regarding the mech-
nism of diffusion control, where current density of 4.2 mA cm−2

as calculated compared to 290 �A cm−2 seen for a conventional
ized electrode. The plot of mean steady-state currents (Fig. 3B)
uggests that mass transport does not occur by planar diffusion as
urrents would be expected to increase with the square root of scan

ate. However, the signals do not appear to be completely indepen-
ent of scan rate, which may indicate a mixed mechanism of mass
ransport involving both radial and planar diffusion.
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shows the chronoamperograms obtained for several different con-
centrations of H2O2 and it is apparent that steady-state currents
were obtained with these devices, as is expected when radial diffu-
sion predominates. The magnitude of the signals was shown to be
Fig. 3. Typical voltammograms (A) and mean steady-state currents (B) obta

.2. Effects of stirring on the amperometric response for H2O2

In order to further examine the mass transport behaviour of
2O2 at a microband CoPC-SPCE, amperometric studies were per-

ormed under quiescent and hydrodynamic conditions over the
otential range +0.1 to +1 V. The resulting voltammograms are
hown in Fig. 4. It can be seen that there is no significant differ-
nce in the maximum currents observed at around +0.5 V. This
onfirms that radial diffusion is the predominant mechanism of
2O2 transport to the electrode.

.3. Calibration study on H2O2 using chronoamperometry with

icroband CoPC-SPCEs

The next stage of the investigation was to establish whether
hese microband electrodes could form the basis for the proposed

ig. 4. Voltammograms for 5 mM H2O2 obtained by stepping the potential from
pen circuit voltage in +100 mV steps in stirred (�) and quiescent (�) solution using
icroband CoPC-SPCE electrodes. The supporting electrolyte was 0.25 M phosphate

uffer at pH 7.3 and blank voltammograms have been subtracted in each case.

d

F
c
b

t various scan rates: 1, 10, 20 and 50 mV s−1 for 5 mM H2O2 ± 1 S.D. (n = 3).

actate biosensors and an applied potential of +0.4 V was used in
his study. It should be mentioned that this potential was selected
or calibration rather than the potential where current is at a maxi-

um for two reasons: first, less interference will occur at the lower
otentials; second, we wish to avoid the possibility of the irre-
ersible reaction which is known to occur with this electrocatalyst
t potentials around +0.5 to +0.6 V. This reaction results in a loss of
ensitivity over time and has been reported previously [8,14]. Fig. 5
irectly proportional to the concentration of H2O2 over the range

ig. 5. Typical chronoamperograms obtained for various H2O2 concentrations and
alibration graph (inset) obtained using an applied potential of +400 mV error
ars ± 1 S.D. (n = 5).
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Fig. 7. The effect of pH on microband biosensor performance, showing both lactate
sensitivity (squares) and linear range (triangles). Data obtained from amperograms
obtained from fixed potential current curves obtained using standard additions of
1 mM lactate.

Table 1
Table of steady-state currents obtained for cyclic voltammograms recorded in 5 mM
lactate solutions at different ionic strengths

Ionic strength of phosphate buffer (M)

0.125 0.25 0.5

Ip
(�A)

0.248 1.518 0.12
0.322 1.289 0.13
0.348 1.287 0.1

Mean 0.31 1.36 0.12
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Fig. 8 shows a typical amperometric response for lactate
additions to a microband biosensor immersed in 0.25 M pH 7.3
phosphate buffer solution. The additions correspond to added con-
ig. 6. Voltammograms obtained by stepping the potential from open circuit voltage
n +100 mV steps in 5 mM lactate (�) or buffer solution (�) using microband lactate
iosensors.

tudied as seen in the inset in Fig. 5. From this plot the linear range
as deduced to be 0.07–7 mM H2O2, with a sensitivity value of
9 nA mM−1 and the theoretical limit of detection calculated via
wice the standard deviation of the noise (0.44 nA) divided by the
ensitivity gave a lower limit of 15 �M. Typical coefficients of vari-
tion were obtained in the range 9–18.5%. These results indicated
hat the devices could readily form the basis of a lactate microband
iosensor.

.4. Cyclic voltammetric measurements of lactate at microband
oPC-SPCEs and microband biosensors

Cyclic voltammograms were obtained with a 5 mM lactate solu-
ion and blank pH 7.3 0.25 M phosphate buffer using microband
actate biosensors fabricated from WB-CoPC-SPCEs. An oxidation
ignal for lactate was seen at +300 mV (Fig. 2II(A)) that is not appar-
nt in the blank buffer solution (Fig. 2II(B)). Cyclic voltammograms
ere also obtained for lactate with microband CoPC-SPCEs with-

ut enzyme; the resulting voltammogram did not show a peak at
300 mV (Fig. 2II(C)). These results demonstrate that it is not possi-
le to detect lactate by direct oxidation at the CoPC-SPCE but that it

s readily measured with a microband lactate biosensor; the latter
perates by the detection of H2O2 produced by lactate oxidase.

.5. Optimisation of applied potential for the lactate microband
iosensor

Fig. 6 shows the voltammograms obtained with the microband
iosensor using a 5 mM lactate solution at pH 7.3 or plain buffer
olutions. As mentioned earlier, the lactate response results from
he electrocatalytic oxidation of H2O2 which is enzymatically pro-
uced during the enzymatic oxidation of lactate to pyruvate by the

actate oxidase. The voltammetric profile is similar to that obtained
or H2O2 with plain microband CoPC-SPCEs (Fig. 4). This indicates
hat there is no significant effect on the response when the enzyme
s incorporated into the ink. For analytical purposes a potential of
400 mV was selected for calibration studies.

.6. The effect of pH and buffer strength on the current response
enerated at microband biosensors for lactate determination

The effect of pH on biosensor performance can be seen in Fig. 7;
learly maximum sensitivity was obtained at pH 8 but the largest

inear range was obtained at pH 6. pH 7 offered intermediate lin-
ar range and sensitivity. This is perhaps expected, as the optimum
as been reported to be pH 6.4 [15]. Although this behaviour is

nteresting, our proposed application for microband biosensors is
o monitor cell metabolism in culture medium of pH 7.3. Conse-

F
u
r
a

tandard deviation 0.05 0.13 0.02

oefficients of variation (%) 16.9 9.7 13.1

uently, we have selected pH 7.3 for further studies. However, for
ome applications which do not involve live cells such as milk anal-
sis, a biosensor operating at a pH of 6 may be of benefit. The effect
f buffer strength on the steady-state current generated for cyclic
oltammograms obtained with 5 mM lactate solution can be seen
n Table 1. The buffer strength that yielded the highest steady-state
urrents was 0.25 M phosphate buffer; this concentration was used
n further studies.

.7. Calibration studies for lactate at microband screen-printed
iosensors
ig. 8. Typical amperometric responses obtained for standard lactate additions
sing an applied potential of +400 mV with microband lactate biosensors and the
esulting calibration graph (each data point is the mean of current value obtained
t five calibration studies).
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entrations of 1 mM. It is evident that, even though solutions were
ot stirred, the responses to lactate were reasonably rapid and
teady-state currents were obtained; lactate could be measured
ver the range 1–10 mM. A linear range was obtained up to 6 mM
actate (y = 3.6258x) giving a R2 value of 0.98 and an intra-electrode
oefficient of variation over this range of 9% (n = 6). A sensitivity
alue over this range of 3.63 nA mM−1 was obtained with a theo-
etical lower detection limit of 289 �M based on three times the
ean noise. The sensors were stable for up to two weeks. These

esults compare relatively well to other published data on macro-
ized biosensors incorporating lactate oxidase to detect lactate with
alues recorded recently in the literature of 4.4 �M [16], 10 �M [17],
nd 300 �M [18].

. Conclusions

It has been shown that microband SPCEs fabricated using
water-based screen-printing ink incorporating CoPC gave a

ell-defined electrocatalytic response for H2O2. The resulting
oltammogram was similar to that previously described for a tubu-
ar microband electrode, fabricated using an organic-based carbon
nk [8]. Evidence that our electrodes behave as microband devices

ay be deduced by the higher current density compared to conven-
ional planar screen-printed electrodes. This behaviour suggests
hat a significant proportion of the current is generated by radial
iffusion. Further evidence to support this diffusion behaviour was
emonstrated by the observation that the voltammetric response
id not increase proportionally with the square root of scan rate.
he microband CoPC-SPCEs could be used to detect H2O2 over a
ide concentration range from 70 to 7000 �M and significantly,

teady-state currents were obtained by chronoamperometry.
It was demonstrated that our microband lactate biosensor could
eadily measure the analyte over a linear range 1–6 mM (Fig. 8).
his study represents the first report on the manufacture and use of
icroband biosensors based on screen-printing technology for lac-

ate determination. These lactate microband biosensors will form
he platform for future work in measuring cell metabolism, via the

[
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elease of lactate, in quiescent solutions over extended incubation
imes.
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a b s t r a c t

In this work, a four-way tensor is used to model the quenching effect in fluorescent measurements. By
means of the analysis of excitation–emission matrices obtained in the determination of tetracycline in tea,
which acts as quencher, it is shown as the impossibility to use a calibration, or an addition standard based
on a three-way model. It is analysed the quencher multiplicative effect made on the tetracycline signal
by means of an ANOVA. However, by arranging the experimental data in a four-way tensor, it is viable to
perform a calibration based on the parallel factor analysis, PARAFAC, decomposition and a four-way partial
least squares, 4-PLS, regression to quantify the tetracycline in the presence of the matrix quencher effect. 4-
PLS calibration provides better results. In the range from 40 to 220 �g L−1 gives an average of relative errors
in absolute value equal to 8.02% in prediction (3.40% in calibration). The repeatability as standard deviation
in this range is 5.08 �g L−1 and the method is accurate, slope and intercept being statistically equal to 1
Emission–excitation fluorescence
Tea
C
D

and 0, respectively when a regression calculated versus true concentration is performed. Moreover, it has
a decision limit (CC˛) of 13.87 �g L−1 for a probability of false positive, ˛, equal to 0.05 and a capability of

g L−1
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. Introduction

One of the main disadvantages of fluorescence as an analytical
ool is its dependence on environmental factors, such as temper-
ture, pH or ionic strength [1]. Among many other facts, it can
ention the photochemical decomposition of the fluorescent com-

ound or the viscosity of the medium, but it is the presence of
he phenomenon called quenching which frequently causes a great
umber of problems when an analyte calibration must be carried
ut. It is known as quenching the decrease in intensity of fluores-
ence produced by a wide variety of processes. This phenomenon
oes not imply any modification in the shape of the analytes spec-
ra, but only in their magnitude. This fact takes importance when
omparing with other problems usually present in fluorescence
pectroscopy such as the inner filter effects.

The inner filter effects appear when a component (either fluo-
escent or not) absorbs the energy of excitation or the emission

orresponding to another sample component (or both), leading
o different emission and excitation profiles for the affected ana-
ytes from sample to sample, not only in intensity but also in shape
2]. As an example, the determination of chrysene under a strong

∗ Corresponding author.
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(for probabilities of false positive, ˛, false negative, ˇ, equals to 0.05).
© 2008 Elsevier B.V. All rights reserved.

nner filter effect produced by benzopyrene is analysed in [3] show-
ng how the unfolded-partial least squares/residual bilinearization

odelling, (among many other approaches, such as parallel factor
nalysis or multivariate curve resolution-alternating least squares)
s the most appropriate algorithm in this case.

The presence of several fluorophores in the matrix makes
ifficult the use of fluorescence with quantitative purposes. Mul-
ivariate curve resolution in combination with addition standard

ethod is the strategy employed in [4] to avoid the matrix effect
n the quantification of triphenyltin in sea-water. Standard addi-
ion is also the chosen method, but now combined with the use of
ARAFAC modelling in the determination of salicylic acid in plasma
5]. Here, the necessity to employ this methodology and the appli-
ation of second order advantage are justified by the presence of a
trong matrix effect caused by the quenching of the proteins present
n the plasma. Otherwise, quenching is caused in [6] by the addition
f nitromethane in the analysis of mixtures of polycyclic aromatic
ydrocarbons (PAHs). In this case, qualitative information about
he composition of those real mixtures was provided by means of
rilinear decomposition.
Four-way PARAFAC has also been applied in the quantification
f catecholamines [7], pesticides [8], polycyclic aromatic hydrocar-
ons [9], or folic acid and methotrexate [10] by means of a kinetic
xcitation–emission fluorescence study. This means that four-way
ata are induced by including the time as an additional dimension
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n the analysis. Kinetic measurements are also the ones used in [11]
o constitute four-way data in the determination of two anticancer
rugs. In this case, trilinear least squares and unfolded-PLS coupled
o residual trilinearization are the chemometric tools employed.

A wide range of algorithms has been created in the approach
f second- and third-order multivariate calibration. Escandar et al.
n [12] made a recent review of applications with this kind of data
btained through excitation–emission fluorescence spectroscopy
nd other techniques.

In the present study, quenching effect is not provoked by the
ddition of any other molecule, it is the own matrix which causes
hat effect. Thus, a four-way data array was used with the aim of
uantifying the analyte in study concentration under the strong
uenching effect made by tea. The appropriateness of the four-way
ata array is based on the alteration of the fluorescence quan-
um yield by changing the quantity of quencher, which produces
he decrease in the fluorescence intensity [13]. Therefore, a four-
ay PARAFAC decomposition provides successful results in contrast
ith the impossibility to use a three-way PARAFAC decomposition.
esults obtained when calibrating the same four-way tensor by
eans of PLS are also studied in a comparative way.

. Theory

.1. PARAFAC

There are several ways of introducing the PARAFAC model for
he analysis of fluorescent data. For example, PARAFAC can be con-
idered a generalization to N-way arrays of principal components
nalysis (PCA), a well-established method in analytical chemistry.
his section focuses on how PARAFAC corresponds to a physical
odel of fluorescent data, including quenching effect, under some

ommon assumptions.
Although quenching can also occur by a variety of trivial, i.e.,

on-molecular mechanisms, such as attenuation of the incident
ight by the fluorophore itself or other absorbing species, it can be
ivided into two categories: static and dynamic. Static quenching
efers to the process which occurs in the ground state and does not
ely on diffusion or molecular collisions; in this case fluorophores
an form non fluorescent complexes with other molecules in solu-
ion, which are called quenchers. Dynamic or collisional quenching
ccurs when the excited-state flourophore is deactivated on con-
act with quenchers. The fluorophore is returned to the ground state
uring a diffusive encounter with the quencher. The molecules are
ot chemically altered in the process.

In Leurgans and Ross [13] it is shown as the multi-way approach
o describe the fluorescence spectroscopy, including the quencher
ffect, the inner effect and time resolved spectroscopy. Afterwards,
nly models employed in this work will be described to fix the
otation, other details should be consulted in Leurgans and Ross
aper.

In fluorescence spectroscopy, the amount of light emission mea-
ured is separately linear in the number of photons absorbed and in
he fraction of photons absorbed that lead to emission at a specific
avelength. Therefore, when sample i-th, i = 1, . . ., I, containing F
uorophores is illuminated with light of wavelength �ex

j
, j = 1, . . .,

, and the consequent emission of light is measured at wavelength
em
k

, k = 1, . . ., K then, in theory, we have the trilinear equation for
he fluorescence intensity∑F

(i, j, k) =

f =1
aif bjf ckf , i = 1, ..., I, j = 1, ..., J, k = 1, ..., K

(1)

here aif is the concentration of fluorophore f in the sample i-th,
jf is the relative absorption (extinction coefficient) of fluorophore c
77 (2009) 1129–1136

at wavelength �ex
j

and ckf is the relative emission at wavelength
em
k

.
The application of three-way model, Eq. (1), requires that sam-

le absorbance be small and that excitation not to be transferred
etween chromophores (inner effect), however nonlinearity due to

nner effect can be corrected and energy transfer can be treated
ith a T2 multilinear model which incorporates the correlation

etween two factors in the two spectral modes [13] or by means
f unfolded-partial least squares/residual bilinearization modelling
3].

In presence of a fluorescence quencher we have an additional
ndependent variable by treating the sample in some manner that
ifferentially affects the total amount of light emission from differ-
nt fluorophores. Of all excitations, only some fraction leads to light
mission, this fraction, dfl, is the fluorescence quantum yield and by
hanging their quantities (l = 1, . . ., L) we then have the quadrilinear
odel

x(i, j, k, l) =
∑F

f =1
aif bjf ckf dlf , i = 1, ..., I, j = 1, ..., J,

k = 1, ..., K, l = 1, ..., L (2)

here aif, bjf and ckf are as defined previously.
If relative concentration of each analyte, aif, is fixed, the model

n Eq. (2) is reduced to a trilinear model with profiles: excitation,
mission and quencher. This model is useful in the structural anal-
sis of biological molecules, such as proteins, where the relative
oncentration of different fluorophores is fixed because they are all
art of the same large molecule. But depending on the fluorophore
osition, in the surface or in the center of the molecule, this can
e reached or not by the quencher, and as a consequence, changing
he quencher quantity the fitting of experimental data to trilinear

odel (excitation, emission and quencher) allows getting informa-
ion about the intact molecule (by example a protein), which is not
ossible to study in other way because the chemical separation of
he fluorophores would have destroyed the system being studied.

Applications of this procedure, always from a qualitative point
f view, are in reference [13] with simulated data, in [14] to describe
he underlying structure of fluorescence spectra obtained from
igment complexes in pea thylakoids and in [15] to analyse the
roperties of hydrogen-bonded tyrosine.

When quencher effect is not taken into account, fluorescent
ntensities form a three-way tensor X with dimensions (I × J × K)

hose element, x(i, j, k), is the fluorescence of sample i-th at exci-
ation wavelength �ex

j
and emission wavelength �em

k
. For this tensor

trilinear model of rank F can be expressed as:

x(i, j, k) =
∑F

f =1
aif bjf ckf + εijk,

i = 1, ..., I, j = 1, ..., J, k = 1, ..., K (3)

here εijk is the residual not explained by the trilineal model.
On the contrary, if quencher effect is taken into account, the

xperimental intensities form the four-way tensor X with dimen-
ions (I × J × K × L) whose general term, x(i, j, k, l), is the fluorescence
f sample i-th at excitation wavelength �ex

j
, emission wavelength

em
k

and l-th level of quencher. The quadrilinear model of rank F for
his tensor is:

x(i, j, k, l) =
∑F

f =1
aif bjf ckf dlf + εijkl,
i = 1, ..., I, j = 1, ..., J, k = 1, ..., K, l = 1, ..., L (4)

It can be observed that the model of Eq. (3) and that of Eq. (4)
orrespond to the physical model in Eqs. (1) and (2), respectively.
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herefore if the experimental data are trilinear, Eq. (3) or quadrilin-
ar, Eq. (4) and there are F fluorescent components in the samples,
he model of F components can be used to estimate: (i) the extinc-
ion coefficients for each analyte f at all wavelengths, i.e., their
xcitation profile bf = (b1f , b2f , ..., bJf ) or excitation spectrum.
ii) the relative emission at all wavelengths, i.e., their emission
rofile cf = (c1f , c2f , ..., cKf ) or emission spectrum of each analyte
nd (iii) the relative concentration of every analyte in all samples,
.e., sample profile af = (a1f , a2f , ..., aIf ). If the quenching effect is
onsidered, Eqs (2) and (4), also the fluorescence quantum yield,
.e., the quencher profile df = (d1f , d2f , ..., dLf ) can be estimated
or each analyte f in all samples.

When experimental data correspond to models (3) and (4), that
s the data are trilinear (or quadrilinear), the PARAFAC decomposi-
ion method [16,17] provides unique profiles estimations [18]. This

eans that, provided the rank of the PARAFAC model corresponds
o the number of fluorescent compounds, each PARAFAC compo-
ent, f, can be assigned to a compound and the loadings (afi, bfj, cfk
nd dfl) can be interpreted as an estimation of the relative concen-
rations of the analytes, excitation spectra, emission spectra and
uantum yield for this compound, respectively.

Andersen and Bro present a dedicated investigation and practi-
al description of how to apply PARAFAC modelling to fluorescence
xcitation–emission measurements [19] and a review of recent
hemical applications of PARAFAC can be seen in ref. [20].

.2. PARAFAC based calibration

A calibration of fluorescence N-way data, based in a PARAFAC
ecomposition consists basically of the following steps:

(i) Record the EEM matrix of dimension J × K for each sample,
where J is the number of excitation wavelengths and K that of
emission. Using these data, if a trilinear model as that of Eq. (3)
is used, build the three-way array, X, formed by the calibration
samples at I levels of analyte and at L levels of quencher. In this
case the tensor X has dimension (I × L) × J × K because there
are (I × L) different samples. Alternatively, if a quadrilinear
model, Eq. (4), is fitted, the four-way tensor, X, has dimen-
sion I × J × K × L. That is, for each sample with level i (i = 1, 2,
. . ., I) of analyte concentration we had a cube of data (with
dimension J × K × L) formed by the EEM matrices recorded at
the L levels of quencher.

(ii) Perform the PARAFAC decomposition. This gives the spectral
and the sample profiles of the analytes; also the quencher
profile is provided if a quadrilinear model is fitted. The inter-
nal validation of the decomposition is done using the indices
T2 and Q such that the absence of anomalies in the spectral,
sample or quencher profile is guaranteed.

(iii) Identify the factor, f0, which corresponds to the analyte of
interest.

(iv) Once the factor associated with the analyte has been iden-
tified, one has the loadings (coordinates) of the sample
profile, af0 = (a1f0 , a2f0 , ..., aIf0 ). The calibration curve is build
by means of regression loading versus spiked concentration.

(v) Using the concentration values calculated by the calibrations
in step (iv) the decision limit (CC˛) and the capability of detec-
tion (CCˇ) will be estimated.

(vi) With the same procedure, regression of the concentration
obtained with the PARAFAC decomposition versus true con-

centration, the trueness, intermediate precision and linear
range are established.

vii) Determination of the concentration of a problem sample. Once
the matrix of data, EEMp, has been recorded for this sample,
it will be added to the array X and the joint decomposition

p
c
l
t
S

77 (2009) 1129–1136 1131

will be carried out. Q and T2 values of the problem sample
in the three ways must be below the threshold values estab-
lished with the calibration samples, in order to guarantee that
the problem sample is similar to the calibration ones. There is
another approach for apply PARAFAC decomposition to a prob-
lem sample: project the EEMp matrix on the factors obtained
previously, but in practice better results are obtained with the
former option [21]. Step (iii) allow one to unequivocally iden-
tify the analyte and the linked sample loading allows one to
determine the concentration by means of the calibration curve
in step (iv) even in the presence of non-modelled interferents
in the calibration step [19,22], this property is known as the
second order advantage and is related to the uniqueness of the
PARAFAC decomposition.

In the univariate regression used in steps (iv) and (v) one
ust detect the outliers, for example, by means of a least median

quares regression, LMS. Once the outliers has been eliminated
least squares regression is performed. Furthermore, one must

erify the hypotheses underlying a least squares regression [23]
normality, independence of residues, homocedasticity and lack of
t).

The PARAFAC based calibration can be used with experimental
ata provided by other analytical techniques, a recent review in the
ase of chromatographic ones can be seen in ref. [24].

.3. N-way partial least squares, N-PLS

A calibration of N-way data based on a decomposition PARAFAC
as two steps: the decomposition PARAFAC, step (ii) in Section
.2, and the regression univariate sample loadings linked to analyte
ersus true concentration, step (iv) in Section 2.2. But the PARAFAC
rofiles have been obtained without considering the true analyte
oncentration. It is a situation similar to the regression on principal
omponents for two-way data. By contrast, the two-way PLS search
atent variables that explain the variability in the space signals, as
rincipal components, but at the same time the most correlated
ith the analyte concentration.

To generalize the PLS approach to multi-way data, a general mul-
ilinear PLS (N-PLS) regression model has been developed [25,26].
n the N-way version of PLS, the N-way tensor X is decomposed
nto a N-linear model similar to the PARAFAC model; however, for
-PLS, the model is not fitted in a least squares sense but seeks,

n accordance with the philosophy of PLS, to describe the covari-
nce of the response and the predictor variables. This is achieved
y simultaneously fitting a linear model of the response variable,
(N−1)-linear model of the predictor variables, and a regression
odel relating the two decomposition models.
Unlike to the most common two-way PLS, N-PLS models do not

ave orthogonal scores. The computational procedure is more com-
licated than two-way PLS because after the scores, weights and
egression coefficients are all determined a Tucker3-like core is
ntroduced to provide appropriate X-residuals for outlier detection
nd other purposes. Thus, the interpretation of the N-PLS model of
is usually performed as for a PARAFAC model.
In general a N-PLS calibration model has not the second order

roperty, so it is not assuring the spectral identification of the ana-
yte. The step (v) and (vi) of procedure described in Section 2.2 are
pplicable also to the N-PLS calibration model.

With the same four-way data tensors (sam-

le × excitation × emission × quencher), an analyte concentration
an be calibrated by means of 4-PLS method [17] which sometimes
ead to better analytical quality calibrations [27] than the calibra-
ion based on a PARAFAC decomposition previously described in
ection 2.2.
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. Experimental

.1. Chemicals and reagents

Analytical-reagent grades were used without further purifica-
ion. Tetracycline standards were obtained from Sigma (Steinheim,
ermany) and stored below 0 ◦C away from light. Stock solutions

1 g L−1) were prepared in methanol HPLC grade and kept at 4 ◦C
n brown glass vials for a maximum period of a month. A dilute
tandard solution (1250 mg L−1 tetracycline) was also arranged in
ethanol.
Buffer solution was prepared from 2 M NH4Cl (Panreac,

arcelona, Spain) and 2 M NH3 (Merck, Darmstadt, Germany) solu-
ions and a basic pH higher than 9 was fitted.

To obtain the quencher solution, tea leaves contained in a com-
ercial tea-bag were added to 150 ml of hot water and stirred for
min. The solution obtained was filtered in order to remove tea par-

icles that produce scattering of the incident excitation light. The
ltrate was collected and stored in a glass flask to allow the brew
o cool to room temperature before being used in the preparation
f working solutions.

.2. Experimental procedure

Two procedures were applied. Procedure A: a set of nine stan-
ards solutions five times performed, was prepared by dilution of
he standard tetracycline solution to appropriate concentrations
0–160 �g L−1) with 1 ml of both, NH3/NH4Cl buffer and quencher
olution (tea). Procedure B: seven levels of tetracycline concen-
ration (40–220 �g L−1) were studied at four different volumes of
uencher solution (1.0, 1.5, 2.0 and 2.5 ml) by preparing a set of
8 standard solutions that was performed in duplicate. All solu-
ions in both procedures were diluted with deionised water until
0 ml. Deionised water was obtained from a Milli-Q water purifica-
ion system (Millipore). Samples were measured immediately after
eing prepared.

.3. Instrumentation and software

Measurements were performed at room temperature on a
erkinElmer LS50B Luminescence Spectrometer equipped with a
enon discharge lamp and a gated photomultiplier. Excitation and
mission slits were both set to 10 nm and the scan speed was
500 nm min−1. The emission spectra were recorded between 440
nd 560 nm (intervals of 1 nm) at excitation wavelengths between
20 and 400 nm (regular steps of 10 nm). The size of the data tensors

s described in the corresponding section.
The FL WinLab software (PerkinElmer) was used for measure-

ents, the data were imported to Matlab using the INCA software
28] which avoids the non-trilinear parts of the spectrum by set-
ing them to missing values. The PLS Toolbox for Matlab [29] was
mployed for PARAFAC and PLS calculations. Data were analysed
sing STATGRAPHICS [30] for building and validating regressions,
ROGRESS [31] for detecting outliers that is very useful in the linear
alibration step [32] and a home-made program NWAYDET (avail-
ble from the authors on request) was used to obtain the capability
f detection as is described in ref. [21].

. Results and discussion
.1. Analysis of fluorescent signals

Five independent calibration sets (1, 2, 3, 4 and 5) were mea-
ured with a fixed quantity of 1 ml of tea solution. Each calibration
et has nine samples with tetracycline concentrations between 0

n
(
m
i
e

ig. 1. EEM (landscape) of two samples corresponding to calibration set 1 with 1 ml
f tea solution. (a) Spiked with 20 �g L−1 of tetracycline. (b) Spiked with 160 �g L−1

f tetracycline.

nd 160 �g L−1. Fig. 1 shows the excitation–emission landscapes
f two tea samples spiked with 20 and 160 �g L−1 of tetracycline
orresponding to calibration set 1.

On the other hand, when tetracycline was determined at dif-
erent levels of tea, four independent sets of seven samples with
etracycline concentrations between 40 and 220 �g L−1 were mea-
ured. They are calibration sets 6, 7, 8 and 9. Another similar group
f seven samples (for each level of tea) will be used as problem sam-
les. Fig. 2 shows the excitation–emission matrices of four samples
piked with the same quantity of tetracycline (100 �g L−1) and four
evels of tea volume: 1.0, 1.5, 2.0 and 2.5 ml.

Comparing Figs. 1 and 2, it can be seen that the presence of tea,
oth in fixed quantities (Procedure A) or at different levels of con-
entration (Procedure B), modifies the magnitude of tetracycline
ignal. Fluorescence intensity increases when tetracycline concen-
ration rises at fixed quantities of tea solution, as it is shown in
ig. 1; whereas fluorescence intensity decreases at a fixed tetracy-
line concentration and increasing quantities of tea solution, Fig. 2.
his quenching effect is due to the matrix (tea) not to the addition
f any other substance.

.2. Three-way decomposition

If the matrix has fluorophores which act as quenchers, as it hap-
ens with tea in our case, a calibration function for the analyte,
etracycline, cannot be obtained, because its effect over the sig-

al is multiplicative, as it is checked when comparing Eqs. (1) and
2). In order to show it, a three-way PARAFAC decomposition by

eans of Eq. (3) will be fitted in this first analysis with the exper-
mental data. The tensor X (73 × 121 × 9) containing the whole
xcitation–emission matrices of Procedure A and Procedure B, was
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Fig. 2. EEM (landscape) of four samples spiked with 100 �g L−1 of tetracyclin

sed. The first mode corresponds to the number of samples, (the
rst 45 samples are those from Procedure A, and the rest 28 corre-
pond to the first replicate of Procedure B), whereas 121 and 9 are
he number of emission and excitation wavelengths, respectively,
here fluorescence intensity has been recorded. No pre-processing

tep has been performed over the experimental tensor X, but non-
egativity restrictions in the two spectral modes were applied.

The number of components is determined through the global
onsistency index, CORCONDIA [33], which is of 99.99% when two
omponents are chosen. The outlier data diagnostic is performed
hrough the sum of squared residuals (Q index) and Hotelling’s T2

o detect samples or spectral intensities that do not correspond to
he expected one (step (ii) in Section 2.2). At the significance level
f 99%, there is not any outlier data. Loadings obtained for the two
omponents PARAFAC model are shown in Fig. 3.

However, although the three-way PARAFAC decomposition
roperly fits the experimental data, the loadings from sample mode
how a behaviour that do not correspond to the variation of the
etracycline concentration, as it can be seen in Fig. 3a. Loadings
rom the first 45 samples with 1 ml of tea (Procedure A) have been
eparated from the next 28 with increasing tea concentrations (Pro-
edure B) with a vertical line. These samples (Procedure B) with the
ame tetracycline concentration have different loading, in factor
elated to the Tetracycline, depending on the level of quencher. This
ecrease in the tetracycline loadings in the first way of PARAFAC
ecomposition points out the existence of an interaction between
he two factors in study (tetracycline concentration and level of
uencher solution) which is not observed in the loadings from
amples with tea quantity fixed (Procedure A) in the same Fig. 3a.

In order to show the multiplicative effect of the quencher over
he loadings and therefore, the necessity for its modelling by means
f Eq. (4), a two-way ANOVA was employed. Loadings from the
elated to tetracycline PARAFAC factor in samples from Procedure
are the data in this ANOVA. The factors, which must be obvi-
usly significant, are the tetracycline concentration at seven fixed
evels and quencher volume at four fixed levels. To evaluate the
ignification of the interaction between both factors, the ANOVA
um of squares, which is not explained by the factors, has to be

c

m
r
p

different quantities of tea solution: (a) 1 mL; (b) 1.5 mL; (c) 2 mL; (d) 2.5 mL.

istributed in the due to the interaction part and the residual one.
s there is only an observation per cell it is not possible to evalu-
te the pure error and the technique given by Tukey [34] has been
pplied. Computational details can be also consulted in page 45 and
ext from Anderson and McLean [35] book. With this approach,
he mean square estimated for the interaction with one degree of
reedom is 8947.92. Table 1 shows the analysis of variance with
nteraction. Once the residual mean square is calculated, the corre-
ponding hypothesis tests are carried out. As it can be clearly seen,
gain in Table 1, calculated F statistics are in all cases much higher
han the theoretical ones, having to reject the null hypothesis (H0:
here is no effect) at a significance level of 0.05. Therefore, it is sta-
istically proved the influence of both factors in study just as their
nteraction.

.3. Standard addition method

As a consequence of results showed in previous Section 4.2, a
alibration with loadings obtained with samples from Procedure

cannot be used for samples in Procedure B because a tetracy-
line concentration less than the true one will be provided. If data
re trilinear, the PARAFAC decomposition accomplishes the second
rder property and the corresponding to the analyte loading is esti-
ated in a unique way. That is why, to solve the strong matrix effect

aused by the quenching effect, the standard addition method has
een proposed by other authors [5]. The idea to couple a trilin-
ar decomposition with the standard addition method has been
mployed with other analytical techniques, for example with spec-
roelectrochemical data in [36]. However, the use of this method
equires that the loadings related with the analyte calibrated be
nder two constraints: (a) it must depend linearly on the increase
f the analyte concentration, (b) it must be zero when the analyte
oncentration is zero. This second condition is not fulfilled in our

ase.

To corroborate the impossibility to apply the standard addition
ethod, this is applied to multivariate data through a plot of the

elated to tetracycline loadings from three-way PARAFAC decom-
osition as a function of the amount of analyte added with the
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Fig. 3. Two factors loadings obtained in the PARAFAC decomposition fitted with
three-way tensor X (73 × 121 × 9): (a) sample mode; (b) emission mode; (c) excita-
tion mode. The related to tetracycline factor is shown with circles (©) and a dashed
line (- - -). Experimental Procedures A and B are explained in Section 3.2.

Table 2
Regression lines fitted from plotting related to tetracycline loadings from three-way
PARAFAC decomposition (y) versus the amount of analyte added in the different
levels of quencher solution (x)

Level of quencher
solution (mL)

Regression line R2* [tc]calculated
† (�g L−1)

1.0 y = 1.949x + 1375.8 0.991 705.9
1.5 y = 1.738x + 1239.6 0.997 713.2
2.0 y = 1.255x + 1048.4 0.998 835.4
2.5 y = 1.389x + 842.68 0.993 606.7
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Table 1
Two-way analysis of variance for sample loadings, related to tetracycline, from the three-

Source Sum of squares Degrees of freedom

Tetracycline 2.24 × 105 6
Volume of tea 1.18 × 106 3
Interaction 8.95 × 103 1
Residual 1.63 × 103 17
Total 1.41 × 106 27

* Critical value of an F distribution at a significance level of 0.05.
* R2 is the coefficient of determination.
† [tc]calculated is the tetracycline concentration obtained by standard addition
ethod for samples spiked with 100 �g L−1.

urpose of predicting samples spiked with 100 �g L−1 of tetracy-
line. Table 2 shows the corresponding regression lines fitted for
ach level of quencher, the coefficient of determination is in all
ases higher than 0.99, that is regressions explain more than 99%
f the loadings variability, they are very significant and do not have
utlier data. However, the tetracycline concentrations obtained in
ach case are wrong as can be seen in Table 2. It is important to
tand out the different values of slope obtained for the different
evels of quencher solution which shows up once again, the multi-
licative effect that the two factors (tetracycline concentration and
olume of quencher solution) make on the loadings.

.4. Four-way PARAFAC decomposition

According to model in Eq. (2), now the dimension of the four-
ay tensor is 14 × 121 × 9 × 4, where 14 corresponds to the sample
ode, 121 to the emission mode, 9 to the excitation mode and 4 to

he quencher mode. A PARAFAC model is built for both replicates in
rocedure B in order to achieve the quantitative analyte determi-
ation in the presence of quenching effect. The first seven samples
ill be used as a calibration set, whereas the next seven will be
sed as a test set. The model fitted with two factors, has a CORCON-
IA equal to 75.16% and no outlier data were found, once Q and
2 Hotelling indices diagnostic was applied. The representation of
heir loadings in the four modes is shown in Fig. 4. The correlation
etween the spectra estimated for the two factors in the four-way
Fig. 4b and c) and the three-way (Fig. 3b and c) PARAFAC decom-
ositions are 0.99 in the two cases. Therefore, both decompositions
btain the same two factors, but sample mode and quencher mode
ere estimated jointly in the three-way PARAFAC decomposition.

.5. Performance criteria from calibration with four-way tensor

In order to carry out tetracycline calibration with data from the
our-way tensor, the two different calibration procedures described
n Section 2 will be used. The number of latent variables in the

-PLS regression is determined by cross-validation with leave one
ut procedure, reaching the RMSCV minimum with four latent vari-
bles. This model explains 99.17% of the predictor variables variance
nd 99.91% of the response variance. None of the calibration sam-
les have significant values of Q and T2. This means that none

way PARAFAC decomposition

Mean square F (statistic) calculated F*

37276.20 389.95 2.70
393063.00 4111.83 3.20

8947.92 93.60 4.45
95.59

52348.89
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ig. 4. Loadings from the PARAFAC decomposition with four-way tensor X (14 × 121
he related to tetracycline factor is showed with circles (©) and a dashed line (- - -)

f them can be considered as outlier. With regard to calibration
amples, the average of relative errors (in absolute value), ARE, is
.40%.

Table 3 shows the comparison between both calibration proce-
ures. In both cases intercept and slope are significantly equal to 0
nd 1, respectively at a significant level of 5%, because the p-values
re always greater than 0.05, therefore both calibration methods
ccomplish the property of trueness, so much in calibrated like
n prediction. 4-PLS calibration is obviously more precise than the
ne based on PARAFAC because the residual standard deviation is
lmost three times lower for the calibration samples, which means
higher correlation coefficient and a better ARE in calibration.

hese advantages are kept also for the samples of prediction.

Another figures of merit such as CC˛ and CCˇ have been eval-

ated according to Commission Decision [37], ISO [38] and IUPAC
39] recommendations. The decision limit (CC˛) means the limit
t and above which it can be concluded with an error probability

v
o
4
f

able 3
igures of merit so much in calibrated like in prediction obtained by means of the regression
or both N-way based procedures

Calibration (training set, N = 7)

Based on PARAFAC 4-PLS

lope (p-valuea) 1.0001 (0.999) 0.994
ntercept (p-valueb) 0.0084 (0.999) 0.740
orrelation coefficient 0.979 0.997
esidual standard deviation 14.51 5.08
REc 8.09 3.40
C˛e (�g L−1) 28.53 13.87
Cˇf (�g L−1) 54.80 26.63

a Hypothesis test for slope equal to one.
b Hypothesis test for null intercept.
c ARE means for average of relative errors in absolute value.
d In brackets the ARE value without the sample of 40 �g L−1 (less than CCˇ).
e Probability of false positive ˛ equal to 0.05.
f Both probabilities of false positive and false negative equal to 0.05.
4): (a) sample mode; (b) emission mode; (c) excitation mode; (d) quencher mode.

f ˛ that a sample has analyte. The capability of detection (CCˇ)
f a method is the smallest content of the substance that may be
etected, identified and/or quantified in a sample with a false neg-
tive probability equal to ˇ and a false positive probability equal
o �. The multivariate multi-way version of CC˛ and CCˇ can be
onsulted in ref. [21,40]. Regarding these definitions, the capabil-
ty of detection and the decision limit depend on the regression
lope and on its standard deviation, and also on desired values of
oth probabilities of false positive (˛) and false negative (ˇ). In our
ase, values of decision limit for ˛ = 0.05 and values of capability of
etection for ˛ = ˇ = 0.05 have been calculated for one future deter-
ination in the sample problem and they are shown in Table 3. As a

onsequence of the lower residual standard deviation, CC˛ and CCˇ

alues are slightly the half with the 4-PLS calibration than with the
ne based on PARAFAC. Finally, the ARE in prediction is 8.02% for
-PLS and of 15.64% for the calibration based on PARAFAC which
alls to 10.75% when the relative error (44.95%) corresponding to

between the tetracycline concentration found versus true tetracycline concentration

Prediction (test set, N = 7)

Based on PARAFAC 4-PLS

4 1.0575 (0.654) 1.1069 (0.312)
5 −6.2540 (0.732) −15.6724 (0.302)

0.9689 0.9821
19.18 15.09
15.64 (10.75)d 8.02
– –
– –
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ample with 40 �g L−1.This sample should be eliminated because
t is under the CCˇ.

. Conclusions

This work opens a new approach to quantification in presence
f a strong quenching effect caused by the matrix. The fluorescence
pectrophotometry determination of tetracycline in a tea solution is
sed to show the ineffectiveness of a three-way PARAFAC decompo-
ition and the standard addition method in these conditions in spite
f the trilinear model fitted with the experimental tensor. A pro-
edure based in an ANOVA is proposed to verify the multiplicative
ffect of quencher over the loadings.

Therefore, it is the alteration of the fluorescence quantum yield
y changing the levels of quencher quantity providing a four-way
ensor which let us the determination of tetracycline concentration.

4-PLS regression and other one based on PARAFAC as calibration
odels are tested with suitable results, which are better for 4-PLS.
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[3] D. Bohoyo, A. Muñoz de la Peña, J.A. Arancibia, G.M. Escandar, A.C. Olivieri, Anal.

Chem. 78 (2006) 8051–8058.
[4] J. Saurina, R. Tauler, Analyst 125 (2000) 2038–2043.
[5] M.M. Sena, M.G. Trevisan, R.J. Poppi, Talanta 68 (2006) 1707–1712.
[6] P.D. Wentzell, S.S. Nair, R.D. Guy, Anal. Chem. 73 (2001) 1408–1415.
[7] R.P.H. Nikolajsen, K.S. Booksh, A.M. Hansen, R. Bro, Anal. Chim. Acta 475 (2003)
137–150.
[8] M.L. Nahorniak, G.A. Cooper, Y. Kim, K.S. Booksh, Analyst 130 (2005) 85–93.
[9] Y. Kim, J.A. Jordan, M.L. Nahorniak, K.S. Booksh, Anal. Chem. 77 (2005)

7679–7686.
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a b s t r a c t

Determination of chemical composition of siderite (Fe, Me)CO3 (where Me = Mg, Ca, Mn) present in siderite
concretion is developed. An accurate and precise determination of Mg, Ca, Mn and Fe in siderite required
complete separation of this mineral from other materials, e.g. calcite, quartz. For this purpose, selective
dissolution in acetic acid (HAc) was applied. HAc concentration from 0.1 to 1 mol L−1 and extraction time
from 0.5 to 8 h were investigated. In each step of investigation of selective dissolution, the X-ray diffrac-
tion measurements (XRD) of the residues was performed and also calcium (complexometric titration)
and iron (XRF) in solution were determined. HAc of concentration 0.25 mol L−1 and extraction time of
2 h was adopted for siderite separation because in these conditions the siderite was not dissolved and,
simultaneously, calcite was completely dissolved. In the next step, the nondissolved sample was digested
elective dissolution in hydrochloric acid. The solution of the separated siderite was pipetted onto membrane filter and Mg,
Ca, Mn and Fe were determined by wavelength-dispersive X-ray fluorescence (WDXRF) spectrometry. The
calibration was performed using 11 certified reference materials of iron ores. Matrix effects were corrected
using empirical coefficient model for intermediate-thickness samples.
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. Introduction

Heavy metals are present in geological materials in vari-
us phases: silicates, carbonates, hydroxides, oxides, phosphate,
dsorbed ions, etc. Element speciation in these materials is usually
erformed by using sequential extraction (selective dissolution),
.g. three-step BCR procedure based on Tessier scheme [1]. The
CR can be successfully applied to a variety of matrices, including
ludges [2,3], soils [4,5], sediments [6,7] and fly ash samples [8].
dvances and difficulties of sequential selective extraction tech-
iques used to fractionate the solid-phase forms of metals are
iscussed in a review paper [9]. Analytical procedures of sequential
xtraction differ from each other in many steps, including sample
reparation, time of extraction, type and concentration of leachates,
tc. The sequential extraction procedure can be modified for par-
icular chemical composition of analyzed material, e.g. for soils

ith high carbonate content [10] or for analysis of selected ana-

yte, e.g. the iron speciation in soils and sediments [11,12]. Poulton
nd Canfield developed procedure of sequential extraction for iron
n sediments [13]. The procedure allows identifying the follow-

∗ Corresponding author. Tel.: +48 32 3591556; fax: +48 32 2599978.
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[
s
e
d
s

w
o

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
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ng phases: carbonate associated Fe (siderite and ankerite), easily
educible oxides (ferrihydrite and lepidocrocite), reducible oxides
goethite, hematite and akaganeite), magnetite, poorly reactive
heet silicate Fe, pyrite Fe and unreactive silicate Fe.

The selective dissolution can be applied not only for element
peciation but also for separation of selected mineral from the oth-
rs. Then separated mineral can be accurately analyzed by, e.g.
-ray fluorescence spectrometry (XRF). The aim of this study was to
ork out the analytical procedure for the determination of chem-

cal composition of siderite (Fe2+, Me2+)CO3 (where Me2+ = Mg2+,
a2+, Mn2+) which is present in siderite concretions together with
ther minerals, e.g. calcite, quartz. Knowledge of chemical composi-
ion of these interesting geological materials allows for petrological
tudies on these minerals origin [14].

The micro-characterization of siderite concretions can be suc-
essfully performed using electron-probe microanalysis (EPMA)
15]. Nevertheless, this technique, suitable for microanalysis,
hould be carefully applied for determination of bulk composition,
ven if many micro-areas are analyzed. An accurate and precise

etermination of Mg, Ca, Mn and Fe in siderite requires complete
eparation of this mineral from other minerals, e.g. calcite, quartz.

For this purpose, selective dissolution in acetic acid (HAc)
as applied. After dissolution, the liquid samples were pipetted
nto membrane filters and measured by wavelength-dispersive
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Fig. 1. The siderite concretion collected in Gnaszyn (Częstochowa, Poland).

-ray spectrometry (WDXRF) [16]. Applying this method of sample
reparation allows obtaining satisfactory detection limits for Mg,
a and Mn which substitute Fe in siderite. The analyzed siderite
oncretions were collected in Gnaszyn (Czestochowa, Poland).
he size of concretions ranged from a few centimeters to a few
ozen centimeters in diameter. An exemplary siderite concretion
rom Gnaszyn is presented in Fig. 1. Early diagenetic concretions
ppearing within the Czestochowa Ore Bearing Clay Formation are
emented of rhombohedra siderite crystals and vary in grain size
rom 5 to 20 �m.

. Experimental

.1. Equipment

A wavelength-dispersive X-ray spectrometer with the side-
indow silver target X-ray tube was used for the measurements.

he incidence and take-off angles were 60◦ and 40◦, respectively.
he X-ray tube was operated at 50 kV and 40 mA for determination
f Mn, Ca, Fe and at 40 kV and 60 mA for determination of Mg. The
easurements were performed in a vacuum with rotation of the

ample. K lines were used for the determination of all elements. For
etection, a flow-proportional counter (counter gas 90% Ar + 10%
H4) was used. LiF (2 0 0) analyzing crystal was used for determi-
ation of Ca, Mn, Fe, whereas ADP was used for Mg. The counting

imes were 100, 40, 40 and 10 s for Mg, Ca, Mn and Fe determination,
espectively. The net intensities were determined for each sample
y the measurement of the fluorescent radiation of the analyte ele-
ent (peak) and the measurement of the continuum close to the

eak.

2

c
a

(2009) 1105–1110

X-ray diffraction (XRD) analysis was performed on Philips PW
710 using graphite monochromatized Co K� radiation. The X-ray
ube was operated at 45 kV and 30 mA. Counting times were 2, 3 or
s. Scans were conducted in the range from 3◦ to 75◦ with a step

ize of 0.01◦ or 0.02◦.
Microanalysis was performed with EDS analyzer (EDAX, Sap-

hire) associated to scanning electron microscope (Philips XL 30
SEM); accelerating voltage was 15 kV; takeoff angle 35◦; 10 mm2

rea Si(Li) detector with super-ultra-thin window and 140 eV
nergy resolution.

.2. Reagents

All chemicals used were of p.a. grade, obtained from POCh (Gli-
ice, Poland). The membrane filters were from Millipore (1.2 �m
ore size, White RAWP, 25 mm diameter). The 11 certified reference
aterials of iron ores were used for calibration: 2-61/2, 2-62/2, 2-

3/2, 2-64/2, 2-65/2, 2-66/2, 2-67/2 Iron ores (Institute of Ferrous
etals, Gliwice, Poland); 676-1 Iron Ore Sinter (Bureau of Analyzed

amples Limited, Newham Hall, Middlesbrough, England); JK 30
ron ore (Granges Gruvor, Strassa, Sweden); Siderite GBW 07222
Iron and Steel Research Institute, Wuhan Iron and Steel Corpora-
ion, Wuhan, China); ECRM 627-2 (Federal Institute for Materials
esearch and Testing (BAM), Berlin, Germany).

.3. Influence of time extraction and concentration of acetic acid
n the separation of calcite from siderite

The siderite concretion was crushed and pulverized in agate ball
ill. 1 g of the sample was shaken in 150 mL of HAc of concentration

.10, 0.25, 0.50, 0.75 and 1 mol L−1. For each HAc concentration, the
xtraction was performed during the times of 0.5, 1, 2, 4, 5, 6 and 8 h.

After extraction, the sample was rinsed with water and dried.
hen XRD measurements were performed for each sample. The
alcium and iron were determined in each solutions obtained
fter extraction. Calcium was determined by complexometric titra-
ion in 5 mL of the solution obtained after extraction. Iron was
etermined by WDXRF. For this purpose, 1 mL of the solution
btained after extraction was pipetted onto Millipore filter and
ried.

.4. Reference sample preparation

Each certified reference material was additionally pulverized in
n agate mortar and weighed in an amount of 100 mg. Then, the
aterial was digested in platinum crucible in 3 mL of concentrated

ydrofluoric acid. Digestion was carried out to achieve complete
vaporation. The digestion in hydrofluoric acid was repeated three
imes to complete the evaporation of silica. Then, the residue was
igested in 5 mL of concentrated hydrochloric acid. The solution
as transferred into a 50-mL volumetric flask and filled up to the
ark with water. Each solution of certified reference material was

ipetted onto Millipore membrane filter in the amounts of 1.0, 1.5
nd 2.0 mL. Finally, the 33 reference samples were obtained. Masses
er unit area of the analytes were in the ranges: 0.2–10 �g cm−2

g, 0.3–56 �g cm−2 Ca, 0.1–3.7 �g cm−2 Mn, 43–298 �g cm−2 Fe.
he membrane filters were mounted onto a plastic rings by means
f a two-sided adhesive tape. The sample was dried under an IR
eater at 50 ◦C.
.5. Sample preparation

The sample was prepared in the following stages: the siderite
oncretion was crushed and pulverized in agate ball mill. Then, the
nalyzed material was weighed in an amount of 1 g and shaken
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was not detected) in siderite. Moreover, the micro-areas of siderite
in concretion are selected for EPMA measurements on the basis of
BSE image. Fig. 4 presents two situations possible in EPMA. In the
first one, only the elements in siderite are excited by electrons. In
ig. 2. Analytical procedure for determination of chemical composition of siderite

resent in concretion.

n 150 mL of 0.25 mol L−1 HAc during the time of 2 h. The sus-
ension was filtered and the deposit was rinsed with water and
ried. Next, the deposit (siderite and mainly quartz) was weighed

n an amount m1 = 150 mg and digested in 10 mL of hydrochloric
cid (1:1). After digestion, the solution was filtered, the deposit
mainly quartz) on the filter was rinsed with water and the filtrate
as transferred into a 50-mL volumetric flask and filled up to the
ark with water. Then, 1 mL of the obtained solution was pipet-

ed onto Millipore membrane filter. The sample was dried under
n IR heater at 50 ◦C. Because each concretion contained various
uantities of the siderite, the deposit (remaining after digestion in
ydrochloric acid) was dried and weighed (m2) for calculation of the
oncentration of siderite solution: (m1 − m2)/50 mL. The complete
nalytical procedure for determination of chemical composition of
iderite is presented in Fig. 2.

. Results and discussion

The aim of this study was to work out a procedure for XRF analy-
is of siderite (Fe2+, Me2+)CO3 (where Me2+ = Mg2+, Ca2+, Mn2+) that
as present in siderite concretion together with other minerals like

alcite and quartz and also with minor minerals: kaolinite, spha-
erite and pyrite, etc. XRD analysis indicated that the mineralogical
omposition of investigated concretions varied within the limits:

4–93% siderite, 6–30% calcite, 0.3–17% quartz.

In the siderite, the Fe2+ cation can be substituted with other
ations like Mg2+, Ca2+ and Mn2+. Therefore, these elements were
etermined together with iron. The analysis of siderite which is
resented in concretion together with other minerals can be per-

F
a

ig. 3. Back-scattered electron (BSE) image of quartz crystal surrounded by siderite
n selected area of concretion. (a) and (b) are micro-areas analyzed by EPMA.

ormed using electron-probe microanalysis (EPMA). Nevertheless,
esults obtained by this technique can be loaded with an inad-
issible error resulting from material inhomogeneity, geometric

ffects, etc. Fig. 3 presents back-scattered electron (BSE) image of
uartz crystal surrounded by siderite in selected area of concre-
ion. EPMA was performed for two micro-areas marked in Fig. 3
s points (a) and (b). The following results were obtained for these
oints 52.9% FeO, 4.7% CaO, 3.1% MgO and 48.2% FeO, 9.5% CaO, 2.5%
gO, respectively. Such high differences between these places can

esult from inhomogeneous distribution of Mg and Ca cations (Mn
ig. 4. The possible situations in EPMA: (a) siderite analysis; (b) analysis of siderite
nd calcite; S—siderite; C—calcite.
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Table 1
Chemical composition of micro-areas determined by EPMA (three measurements
for each micro-area)

No. of analyzed micro-area MgO, % (m/m) CaO, % (m/m) FeO, % (m/m)

1 3.1 4.7 52.9
2 2.5 9.5 48.2
3 2.8 7.1 50.6
4 2.1 8.6 49.7
5 2.8 6.3 51.5
6 2.3 5.6 52.8
7 1.7 11.6 46.9
8 2.8 7.8 49.7
9 3.6 4.1 52.7

10 3.2 3.3 54.2
11 2.8 7.9 49.6
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digestion of calcite and siderite.

After selective dissolution in HAc, the sample was dried and
weighed. Then, the sample was digested in hydrochloric acid and
undissolved residue (mainly quartz) was separated by filtration.
ean ± S.D. 2.7 ± 0.5 7 ± 2 51 ± 2
V% 19 29 4

.D.—standard deviation and CV—coefficient of variation.

he second one, elements in both siderite and calcite are excited and
etected, which is not observed in the BSE image. In this case, con-
entration of Ca can be significantly overestimated. Thus, the EPMA
esults should be carefully interpreted in the analysis of siderite,
hen other minerals are also presented. Moreover, EPMA cannot

e recommended for determination of bulk chemical composition
f the whole siderite in concretion or selected areas, even if the
nalysis is performed in many places and then the average result is
alculated. For instance, Table 1 presents EPMA data obtained for 11
nalyzed micro-areas of siderite in concretion. The analyte concen-
rations vary within the ranges: 1.7–3.6%, 3.3–11.6% and 46.9–54.2%
or MgO, CaO, FeO, respectively. The very high dispersion of results
or calcium can be explained by inhomogeneous distribution of Ca
ations in siderite or by a situation presented in Fig. 4.

This study focuses on determining of the bulk chemical compo-
ition of siderite in concretions. The selective dissolution was used
or separation of siderite from other minerals present in concretion.
he acetic acid, ammonium acetate and sodium acetate solutions
ere used for selective dissolution of calcite. Nevertheless, satis-

actory results were obtained only for HAc solution. The selective
xtraction was performed using HAc of concentration from 0.1 to
mol L−1 during the times from 0.5 to 8 h (for each concentration).
he following measurements were performed for each solution
fter extraction and for each residue:

calcium and iron were determined in the solution after extraction.
The calcium concentration indicates the degree of dissolution
of calcite. The quantity of iron indicates whether the siderite is
dissolved.
XRD measurement of residue was performed to confirm the com-
plete dissolution of calcite.

The calcium determined in solutions after extraction (one
elected concretion) performed during the time above 1 h
expressed as concentration of calcite in concretion) vary within the
ange from 29.4 to 30.9% (m/m) CaCO3 (the mean value 30.3 ± 0.4%
m/m)). These results indicate complete dissolution of calcite in
hese cases. The dispersion of the results can be explained by certain
nhomogeneity of the material and an uncertainty of the complex-
metric titration method. The X-ray diffraction measurements of
esidue confirm complete dissolution of calcite as well.

Fig. 5 presents influence of HAc concentration and extraction

ime on iron concentration in the solution after extraction. The
nfluence of time extraction from 0.5 to 8 h for HAc of concen-
rations of 0.1 and 0.25 mol L−1 on iron concentration was rather
nsignificant. The mean iron concentration equaled 0.67 ± 0.03%
m/m) for these extraction conditions. This quantity of iron resulted

F
e
i
P

ig. 5. Influence of HAc concentration and extraction time on the iron concentration
n the solution after extraction.

rom the presence of this element in dissolved calcite. The partial
issolution of the siderite was observed when HAc of concentration
igher than 0.25 mol L−1 was applied, especially if extraction was
erformed for longer than 4 h. HAc of concentration 0.25 mol L−1

nd extraction time of 2 h was adopted for the following experi-
ents because in these conditions the siderite was not dissolved

nd, simultaneously, we were certain that calcite is dissolved com-
letely.

Fig. 6a and b present diffraction patterns obtained for concretion
efore and after dissolution in 0.25 mol L−1 HAc performed during
h. In diffraction pattern obtained for concretion after dissolution,

he calcite phase was not observed. After dissolution in 0.25 mol L−1

Ac, the deposit was dissolved in hydrochloric acid. Fig. 6c presents
iffraction pattern for residue after digestion in hydrochloric acid.
esides quartz, the kaolinite, pyrite and sphalerite phases were
lso detected because these minerals were enriched as a result of
ig. 6. Diffraction patterns obtained for concretion before extraction (A), after
xtraction in 0.25 mol/L HAc performed during 2 h (B) and after digestion
n hydrochloric acid (C); Q—quartz, C—calcite, S—siderite, I—illite, K—kaolinite,
—pyrite and sphalerite.
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Table 2
Residual errors RMS before and after matrix correction

Analyte Mass range
(�g cm−2)

RMS

Before matrix
correction

After matrix
correction

Mg 0.2–10 0.41 0.24
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Table 3
WDXRF analysis of certified reference material of siderite GBW 07222 (three samples
and three measurements for each analyte)

Analyte Certified values, % (m/m) WDXRF, %(m/m)

MgO 4.20 4.3 ± 0.2
CaO 5.20 5.3 ± 0.1
MnO 0.25 0.23 ± 0.01
FeO 50.8 50.4 ± 0.2

Table 4
Precision of WDXRF analysis (three measurements for each analyte)

Sample no. MgO, % (m/m) CaO, % (m/m) MnO, % (m/m) FeO, % (m/m)

1 2.1 6.1 0.15 52.4
2 2.4 6.1 0.15 51.9
3 2.4 6.2 0.15 51.9
4 2.3 6.2 0.16 52.0
5 2.2 6.3 0.16 52.0
6 2.4 6.5 0.17 51.6
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sented in Table 6 (DL = (3/k)(R/t)1/2, where k is the sensitivity in
counts cm2 s−1 �g−1, R is background count rate in counts s−1 and t
is counting time). The chemical composition of siderite (Table 5) is
useful for inferring the palaeoenvironments (pore water chemistry

Table 5
WDXRF analysis of exemplary siderites (three samples and three measurements for
each analyte)

Concretion no. MgO, % (m/m) CaO, % (m/m) MnO, % (m/m) FeO, % (m/m)

1 2.6 3.6 0.21 54.4
2 2.5 4.3 0.17 53.9
3 2.6 4.0 0.19 54.0
4 2.1 6.1 0.15 52.4
5 2.5 5.3 0.17 52.7
6 2.1 5.4 0.14 53.1
7 1.9 8.0 0.13 50.6
8 2.0 3.6 0.17 55.2
9 0.8 23.3 0.11 35.1

10 1.4 11.9 0.12 46.9

Table 6
Detection limits

−2
a 0.3–56 1.4 0.53
n 0.1–3.7 0.068 0.039

e 43–298 4.2 3.6

ecause each sample of siderite concretion contained various con-
ent of quartz, various concentrations of siderite solutions were
btained. Thus, the samples of various mass per unit areas were
btained if solutions of analyzed siderites were pipetted onto filter
n the same volume, i.e. 1 mL. In this case, the increasing absorption
ffects with regard to the mass per unit area of the sample should
e expected. Therefore, in these samples, the radiation intensity
f an analyte depended on matrix composition and sample mass
er unit area. This problem can be simply solved using appropriate
atrix correction method. In the previous papers, the empirical and

heoretical coefficient models deduced from the Sherman equation
ere proposed for the correction of matrix effects in intermediate-

hickness samples [17,18]. In the analysis of samples pipetted onto
lters, the empirical coefficient model is more appropriate than the
heoretical algorithm, especially if a suitable number of reference
amples is available. The following equation was applied for matrix
orrection:

mi = KiIi

⎛
⎝1 + aim +

n∑
j=1

mj˛ij

⎞
⎠+ Bi

m = mi +
n∑

j=1

mj Wi = (mi/m)

(1)

here mi and mj are masses per unit area of the analyte i and matrix
lement j, respectively; m is mass per unit area of the sample, Ki and
i are slope and intercept, respectively; ai is the coefficient that is
onstant for given range of the masses per unit area of the sam-
les; ˛ij is the influence coefficient of matrix element j on analyte
lement i; Wi is the weight fraction of analyte.

The values of the coefficients Ki, ai, ˛ij and Bi in Eq. (1) were
etermined by the leastsquares fit on the basis of solutions of
he reference materials pipetted onto the membrane filter. Table 2
resents the residual errors RMS (root of the mean square of the
um of the differences between the measured value and the cal-
ulated values) before and after matrix correction using Eq. (1).
esidual errors RMS were calculated according to the following
ormula:

MS =

√√√√
∑

k

(mchem,k − mcalc,k)2

p − q
(2)

here mcalc,k is calculated mass per unit area of analyte in standard
; mchem,k is mass per unit area of analyte in standard k; p is the
umber of standards; q is the number of coefficients in Eq. (1).

The values of RMS indicated an improvement of the results after
atrix correction. This improvement resulted not only from the
atrix effects in the samples of the same thickness (mass per unit
rea) but also from the increase of self-absorption effects together
ith sample thickness. Table 3 presents WDXRF analysis of certified

eference material of siderite GBW 07222. The standard deviations
ere calculated for three samples and three measurements were

arried out for each of them. The differences between certified val-

A

M
C
M
F

ean ± S.D. 2.3 ± 0.1 6.2 ± 0.2 0.16 ± 0.01 52.0 ± 0.3
V% 4.3 3.2 6.3 0.6

.D.—standard deviation and CV—coefficient of variation.

es and WDXRF analysis could be explained by sample preparation
e.g. inhomogeneity of masses per unit area), counting statistics as
ell as some errors of empirical matrix correction. Nevertheless,

he agreement between certified values and WDXRF analysis is sat-
sfactory and indicates the usefulness of the sample preparation for
iderite analysis. Precision of XRF analysis including sample inho-
ogeneity, selective dissolution, sample preparation and counting

tatistics was also investigated. Six samples of selected powdered
iderite concretion were selectively dissolved in HAc, the residues
ere digested in hydrochloric acid and pipetted onto membrane fil-

ers and WDXRF measurements were carried out for each of them.
he results included in Table 4 can be regarded as satisfactory
nd useful to geological studies. Results of exemplary analysis of
iderites after separation from other minerals present in concre-
ions are included in Table 5. The concentrations of all determined
lements were above obtained detection limits (DL) which are pre-
nalyte �g cm % (m/m)

g 0.21 0.04
a 0.013 0.003
n 0.036 0.007

e 0.087 0.02
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nd microbial influence). Precipitation of siderite from pore water
ith different Mg:Ca ratio (3:1, as in seawater, 1:1 as in brackish
ater and 1:3 as in freshwater) should reflect this ratio in the chem-

cal composition. The precipitation of the concretionary siderite
rom Gnaszyn was probably a microbially moderated process. Mor-
imer et al. [19] suggest that microbially precipitated concretions do
ot simply retain the chemistry of the water from which they pre-
ipitate. The trace metal composition also reflects the community
tructure, activity and nutritional status of the incipient microor-
anisms. The proposed method of separation can be successfully
pplied if apatite is not present in concretions. Otherwise, Ca con-
entration determined in siderite can be overestimated because of
ncomplete dissolution of apatite in HAc. Thus, apatite concentra-
ion has to be controlled by XRD measurement of residue after
xtraction. However, in the investigated siderite concretions col-
ected in Gnaszyn, the apatite was not detected by XRD.

. Conclusions

Accurate determination of chemical composition of siderite
resent in concretion requires a complete separation of this mineral
rom other minerals. The precise separation of siderite from calcite
s especially important for accurate determination of calcium. Oth-
rwise, calcium concentration can be significantly overestimated if
eparation is incomplete. Selective dissolution in HAc of concentra-
ion 0.25 mol L−1 during 2 h allows to separate siderite completely
rom calcite, which was confirmed by XRD measurements of the
esidue and determination of Ca and Fe in the solution.
The worked out analytical procedure was successfully applied
or the analysis of siderite in concretions whose mineralogical com-
osition varied within the limits: 64–93% siderite, 6–30% calcite,
.3–17% quartz. After the digestion of the residue, the solution was
ipetted onto membrane filters. This method of sample prepa-
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ation, suitable for liquid samples, allows to obtain satisfactory
ensitivity and detection limits.
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. Introduction

Non-steroidal anti-inflammatory drugs (NSAIDs) are a group of
rugs of diverse chemical composition and different therapeutic
otentials having a minimum of three common features: identi-
al basic pharmacological properties, similar basic mechanism of
ction as well as similar adverse effects. Moreover, all drugs in this
roup exhibit acidic character. pKa values are in the range of 3–5
acids of medium strength).

NSAID molecules contain hydrophilic groups (carboxylic or eno-
ic group) and lipophilic ones (aromatic ring, halogen atoms). In
ccordance with their acidic character, NSAIDs occur in the gastric
uice in the protonated (lipophilic) form. Also in the small intes-
ine, there are conditions favourable for absorption of weak acids.
SAID exist in highly ionized forms in plasma. Low values defin-

ng NSAIDs distribution volume (from 0.1 to 1) in tissues may be a
roof of poor distribution of these drugs in extravascular systems.
very high degree of binding with plasma proteins (>97%) is the

esult of favourable amiliphilic properties and accounts for the fact
f displacing other drugs from protein binding of NSAIDs [1,2].

NSAIDs are classified according to their chemical structure into
he following groups: salicylic acid derivatives (i.e. acetylsalicylic
cid, salicylamid, sodium salicylate); aniline and p-aminophenol
erivatives (i.e. paracetamol, phenacetyne); pyrazolone deriva-
ives (i.e. phenylbutazone, propyphenazone); indoleacetic acid
erivatives (i.e. indomethacin, sulindac); phenylacetic acid deriva-
ives (i.e. diclofenac); propionate acid derivatives (i.e. ibuprofen,
aproxen, ketoprofen, tiaprofenic acid); enolic acid deriva-
ives (i.e. piroxicam, meloxicam, tenoxicam); antranil acid
erivatives (i.e. mefenamic acid, flufenamic acid); nicotinic
cid derivatives (i.e. niflumic acid); pyranocarboxylic acid
erivatives (etodolac); pyrrolepyrroles (ketorolac); coxibes (i.e.
elecoxib, etoricoxib); naphtylbutanone derivatives (nabume-
one); sulphonamides (nimesulide); benzoxazocine derivatives
nefopam) [3,4].

NSAIDs are easily available and effective and thus are extensively
sed by patients. The growing demand for these agents stimulate a
earch for new even more effective drugs, but also calls for higher
evel of quality control of these therapeutic substances and prepa-
ations, so that they are in the highest possible degree free from
ny impurities that may come from the production process, as well
s from decomposition products of active or auxiliary substances.
herefore, it seems appropriate to develop new analytical methods
egarding their qualitative and quantitative analysis [5–7].

The progress of analytical chemistry in the scope of instrumen-
alisation of the methods of chemical analysis is reflected in the use
hereof in pharmacopeia monographs as well as in the standards
dopted by manufacturers. A constant place is occupied by chro-
atographic methods (high-performance liquid chromatography

HPLC), thin layer chromatography (TLC), and gas chromatography
GC)). Unification of the equipment used necessitates preparation
f a very accurate and detailed description of conditions for carrying
ut the analysis. Other meaningful methods having a big meaning
re also ultraviolet-visible (UV–vis) and infrared (IR) spectropho-
ometry, atomic absorptive spectrometry (AAS), nuclear magnetic
esonance (NMR), mass spectrometry (MS) or spectrofluorimetry.
mong the analytical methods used for determining NSAIDs are
lso electromigrational (capillary electrophoresis (CE), capillary
one electrophoresis (CZE), and micellar electrokinetic capillary
hromatography (MEKC)) and voltamperometric methods. One that

as been gaining more and more applications is the flow injec-
ion analysis (FIA), whose main advantage is the full automation
f the analysis, considerably minimises the effects of side reac-
ions and thus increases the sensitivity and selectivity of this

ethod.

u
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Introduction of new methods, enabling carrying out determi-
ations with maximum accuracy, contributes to increased interest

n analytical methods as such. They should enable to simultane-
usly determine the individual components in multi-component
reparations and in biological material. Range of guidelines, stan-
ardising requirements concerning the quality of drugs, have been

ssued. Fulfilment confirms them the appropriate quality of the
roduct and of the analytical method used. These are numerical
arameters that validate reliability of the results and enable com-
aring efficiency of the methods used. The process that is used to
etermine the above parameters is the so-called method validation
8].

Oxicams are a group of NSAIDs derived from the ben-
ene(thieno)thiazine heterocyclic system, where the group of
-heterocyclic carboxamide include the triazine sulphur, and in
osition 4 there is an enolic group. Condensation of benzene ring
r thiophene with the heterocyclic system as well as substitution
f the amide group in position 3 imparts acidic properties to the
nolic group. This is a group of drugs of diverse chemical composi-
ion whose common feature is high affinity for both cyclooxygenase
COX) isomers, with some predominance to inhibit COX-2 activ-
ty [3,4]. The structures of the investigated drugs are illustrated in
ig. 1.

Oxicams, nimesulide and nabumetone are the recent develop-
ent of NSAIDs and there is a great need to review the analytical
ork reported so far in the literature. Our objective was to com-
ile the published analytical methods dealing with formulated,
nformulated drugs, biological samples including metabolites and
egradation studies. Efforts have been made to collect the liter-
ture from 1990 up to the present and the analytical procedures
ave been tabulated in the proceeding sections. Techniques like
pectrophotometric, fluorimetric, chromatographic (HPLC, TLC, and
C), capillary electrophoresis (CE, CZE, and MEKC), voltammet-

ic and others have been used for analysis. The percentage of
heir utility is shown in Fig. 2, from which it can be seen that
PLC and spectrophotometric methods have been used most exten-

ively.

. Analytical methods for drug determination

.1. Piroxicam

Piroxicam (4-hydroxy-2-methyl-N-(pyridine-2-yl)-2H-1,2-
enzothiazine-3-carboxamide-1,2-dioxide) is a well-known
on-steroidal anti-inflammatory and analgesic drug, indicated

or acute or long-term treatment of inflammation associated
ith musculoskeletal and joint disorders, such as osteoarthritis,

heumatoid arthritis and ankylosing spondylitis. Piroxicam acts
s an anti-inflammatory agent mainly by prostaglandin synthesis
nhibition, as well as by leucocytes migration and phagocyte
ctivity inhibition. The chemoprevention effect of piroxicam is
ttributed to its property of reducing levels of prostaglandins
hich are associated with carcinogenesis in the colon. However,

he inhibitory effect of piroxicam in prostaglandin E2 (PGE2)
ynthesis is responsible for the ulcerogenic action of piroxicam
n the gastrointestinal tract. Piroxicam strongly inhibits COX-2
ctivity as well as migration of neutrocytes to inflammatory foci
n the presence of prostaglandins. It is fully biotransformed in the
iver by hydroxylation of the pyridol ring of the side chain and by
oupling with gluconic acid, to inactive metabolites excreted with

rine and faeces [1–4].

Potentiometric titration in anhydrous acetic acid with 0.1 M
erchloric acid as titrant is recommended by pharmacopoeal
onographies for the determination of piroxicam [9,10]. How-

ver, USP 24 LC method on L1 (3.9 mm × 30 mm) column with
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uffer mixture: aqueous solutions of anhydrous acid and dibasic
odium phosphate + methanol (55 + 45, v/v) as a mobile phase is
ecommended. Solutions ought to be prepared in 0.01 M methano-
ic hydrochloric acid and the detection wavelength should be at
= 254 nm. However, for substance identification infrared absorp-

ion spectrophotometry [9,11], colorimetry (reaction with sodium
ydrogen carbonate, potassium hexacyanoferrate(III) and mercury;
eddish color product) [10] and thin-layer chromatography (sta-
ionary phase: silica gel; mobile phase: toluene + glacial acetic acid
95 + 5, v/v); solutions in mixture: chloroform:methanol (1:1, v/v),
etection under short-wavelength ultraviolet light) are recom-
ended [11].
Techniques as chromatography (about 40%), spectrophotometry

about 30%), also electrophoresis (about 7%), voltammetric (about

0%) and FIA (about 10%) have been used most often for deter-
ination of piroxicam. Among chromatographic methods HPLC is

he most popular technique [12–14]. It has been used with spec-
rophotometric [15–34], fluorimetric [35], amperometric [36,37],

p
e
b
[

Fig. 1. Chemical structures o
77 (2009) 925–942 927

ass spectrometry [29,38–41] or NMR [25] detection. The LC-
hromatographic conditions are presented in Table 1. The majority
f studies concern determination of piroxicam content in pharma-
eutical preparations or biological material, in various conditions
f chromatographic separation or different processes of a sam-
le preparation. Yritia et al. proposed two solid-phase extraction
SPE) methods. Off-line extraction consists of activating SPE car-
ridges (Bond-Elut C8 100 me) with methanol and conditioning
ith water and phosphate buffer (0.15 mM) at pH 3.5. Thereafter,

he sample (blank, plasma) with internal standard (I.S.) was trans-
erred to the cartridges. The cartridges were washed with buffer
nd eluted with mobile phase, and injected into HPLC system. In
he on-line extraction process, SPE cartridges were activated with

ethanol and water. The vials containing sample with I.S. were

laced in the autosampler and programmed to apply sample to
very cartridge. Then, the cartridge was rinsed with phosphate
uffer (0.15 M, pH 3.5) and solutions were eluted with mobile phase
26]. Gaudiano et al. developed a method for determination of

f analyzed substances.
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iclofenac and piroxicam by RP-HPLC after reaction with OH• free
adicals to detect newly formed oxidation and degradation prod-
cts. OH• free radicals were obtained by means of ferrous sulphate
nd l-ascorbic acid mixtures. During the reaction the mixtures were
xposed to irradiation by a tungsten lamp to obtain an increased
nd more reproducible formation of hydroxyl radicals [27]. After
ddition of I.S. and protein precipitation using acetonitrile, human
erum samples were transferred with mobile phase (gradient sys-
em: 30% CH3CN + n-propanol (954 + 45) solvent and 70% dilute
aOH) to autosampler vials for direct analysis. Autosampler was
onnected directly to the MS–MS with approximately 0.5 m (poly
,4-phenylene ether ketone) tubing. Injection of an air bubble with
he sample and a multiple reaction monitoring method using argon
ollision-induced dissociation of analyte [M−H]− ions permitted
ntegration of the product ion peak areas to produce reproducible
uantitative data over the range of concentrations expected in
erum [41].

Apart from HPLC, HPTLC method was used for the determination
f piroxicam using silica gel aluminium plate 60 F254 as station-
ry phase and mixture: toluene + acetic acid (8 + 2, v/v) as mobile
hase, with densitometric detection at � = 360 nm [42]. Bartsch et
l. exposed the samples to radiation in the Suntest in three con-
entration ranges, and then they performed determination of the
olutions obtained on HPTLC silica gel 60 F254 plates, rinsing them
efore use with a mixture of methanol and dichloromethane (1:1,
/v), and using chloroform + 96% acetic acid (9 + 1, v/v) as the mobile
hase. Densitometric detection was carried out at � = 280 nm, and
eaks were obtained for piroxicam of retention distance value
f 27 mm [23]. TLC matrix-assisted laser desorption/ionization
MALTI) TOF MS was used for preparing the matrix on the plate in
rder to minimise interference. The piroxicam determination stud-
es were carried out with four methods, and the best results were
btained by pre-development of the TLC plates in mobile phase
chloroform + methanol (9 + 1, v/v)) to which the I.S. (tenoxicam)
as added. Thereafter, analyte solutions (in dichloromethane) were

pplied onto plates and the plates were developed again in the
ame mobile phase, obtaining peaks of Rf ≈ 0.63 (piroxicam) and
.37 (tenoxicam). MS analysis was executed directly from TLC strip
ith a modified linear Laser TOF 1500 mass spectrometer, equipped
ith a nitrogen laser (� = 337 nm). The TLC strip were scanned over
distance of 50 or 55 mm and mass spectra were recorded every
.5 mm [43]. Other separation methods used in studies of piroxicam
re electrophoretic methods, i.e. CE [23,44], CZE [45,46] or MEKC
45,47].

Also spectrophotometric methods were frequently used
herein detection was carried out within the UV [47,48] or VIS

ange [49–54]. For the determination of piroxicam UV difference
pectrophotometry [31], first-derivative spectrophotometry
19,55,56] and spectrofluorimetry [57–64] were used too. Nepote
t al. described conventional spectrophotometry combined with
artial-least squared (PLS-1ver.) multivariate calibration in spec-
ral range of 351–380 nm. Multivariate calibration methods such
s PLS involve a calibration step in which the relation between
pectra and substance concentration is estimated from a set of
eference samples and a prediction step in which the results of
he calibration are used to estimate the substance concentration
n an unknown sample spectrum. The PLS-1ver. is optimized for
he determination of a single analyte [47]. The spectrophotomet-
ic conditions for determination of piroxicam are presented in
able 2.
Piroxicam content was determined by adsorptive stripping
oltammetric techniques, using conventional and chemically mod-
fied carbon paste electrodes in micellar media [65–67]. The

ethods based on the oxidation behaviors of piroxicam at the car-
on paste electrode (CPE) are presented [68–70]. Square wave and

w
d
r
a
t

ig. 2. Different techniques employed for determination of oxicams, nimesulide and
abumetone during 1990–2008.

quare-wave adsorptive stripping voltammetric measurements
ere used by El-Maali et al. The potentials are referred to the
g/AgCl/KCl(s) reference electrode and a platinum wire was used
s a counter electrode with initial potential −0.6 V [71]. The elec-
rochemical behavior of piroxicam was determined by classical and
ifferential pulse mode adsorptive cathodic stripping voltammetry
AdCSV) in methanol with water (20:80, v/v) and acetonitrile with
ater (20:80, v/v) [72]. Norouzi et al. used fast Fourier transform

ontinuous cyclic voltammetry (FFTCV) at a gold microelectrode for
etermining piroxicam in pharmaceutical formulations. The best
ffect was obtained at pH 2, scan rate value of 40 V/s, accumulation
otential of 400 mV and time of 0.4 s [73]. Nikolic et al. reported a
ethod for determination of piroxicam by coulometrically titrating
ith electrogenerated chloride in the presence of methyl orange as

ndicator [74]. Potentiometry with ion-selective membrane elec-
rode in range of pH 4.0–7.5 [75] and potentiometric titration
ith 2 × 10−3 M N-bromosuccinimide solution in acid medium [51]
ere described. Among analytical methods for determination of
iroxicam FIA with detection in the UV range [76], at � = 520 nm
fter reaction with Fe(III) in methanol [77] and at � = 425 nm after
ost-chemiluminescence reaction with N-bromosuccinimide and

uminal [78] were reported. FIA methods are based on the lumines-
ence sensitization of europium(III) (EuCl3) by complexation with
iroxicam (�ex = 358 nm and �em = 615 nm) [79] and by formation of
omplex with piroxicam in the presence of trioctylphosphine oxide
nd Tween-80 as surfactant (�ex = 359 nm and �em = 615 nm) [80].
l-Momani developed a method based on the oxidation of piroxi-
am by N-bromosuccinimide in an acidic medium with chloranilic
cid, to bleach purple color (� = 530 nm) [81].

.2. Tenoxicam

Tenoxicam (4-hydroxy-2-methyl-N-(pyridine-2-yl)-2H-thieno
2,3-e]-1,2-thiazine-3-carboxamide-1,1-dioxide) inhibits COX

hich catalyses the formation of cyclic endoperoxides. It is a
erivative of oxicam with a thiophene ring replacing the benzene
ing in piroxicam. Due to its accentuated hydrophilic character
gainst other oxicam, tenoxicam is characterized by lower pene-
ration into tissues, what explains reduced incidence of adverse
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Table 1
LC methods used for the analysis of oxicams, nimesulide and nabumetone.

Compound Sample matrix I.S. Chromatographic conditions Ref.

Column Mobile phase (v/v) Flow rate
(mL min−1)

Detection

Piroxicam Human plasma,
urine, bile

– RP-C 10CN ACN + water + dihydrogen
phosphate solution

– – [14]

Human plasma,
urine

Naproxen C18 Spherisorb ACN + 0.1 M sodium acetate
(33 + 67) (pH 3.3)

– 330 nm [15]

Human plasma Isoxicam CN Spherisorb (5 �m) ACN + water (6 + 94)
containing 10 mM
Na2HPO4, adjusted to pH 2

– 363 nm [16]

Tablets – HPODShypersil RP C18

(100 mm × 3.9 mm; 5 �m)
Phosphate buffer (pH 7.8;
0.05 M) + methanol (6 + 4)

1.0 254 nm [19]

Hairless rat
skin

Tenoxicam Scharlau C18

(12 cm × 0.46 cm; 5 �m)
ACN + acetate acid 4% (pH
2.8) (45 + 55)

1.0 354 nm [20]

Rat plasma Tenoxicam �Bondapak ODS C18

(300 mm × 3.9 mm; 10 �m)
Methanol + 10 mM
phosphate buffer pH 2
(45 + 55)

1.5 361 nm [21]

Human plasma – NovaPak C18

(25 cm × 4.6 mm; 4 �m)
with C18 precolumn
(20 mm × 3.9 mm; 10 �m)

0.1 M sodium
acetate + ACN + TEA
(61 + 39 + 0.05) adjusted to
pH 4 with glacial acetic
acid

1.5 330 nm [22]

Substance – LiChrospher 100 RP18
(119 mm × 3 mm; 5 �m)

Isocratic elution:
methanol + acetate buffer
(pH 4.3; 0.4 M) (45 + 55)

– 254 nm;
280 nm

[23]

Substance – Phenomenex Luna C18

(150 mm × 4.6 mm; 5 �m)
ACN + water + acetic acid
(45 + 47 + 8)

1.5 254 nm [24]

Substance – Spherisorb NH2

(250 mm × 4.6 mm; 5 �m)
Phosphate buffer (50 mM
NaH2PO4; pH 3.4, 5.5, 6.7,
8.0) + methanol (40 + 60)

1.0 247 nm
1H NMR

[25]

Substance Tenoxicam Kromasil C18

(150 mm × 4 mm; 5 �m)
ACN + phosphate buffer
(20 mM, pH 3.1) (50 + 50)

1.0 486 nm;
484 nm

[26]

Substance – Hypersil BDS C18

(250 mm × 4.6 mm; 5 �m)
ACN + KH2PO4 solution
(6.81 g L−1; pH 3) (28 + 72)

1.0 230 nm [27]

Human urine – RP Inertsil ODS-2
(150 mm × 4.6 mm; 5 �m)

50 mM phosphate
buffer + ACN (58 + 42) at pH
5

0.9 230 nm [28]

Homeopathic
preparations

Benzoic acid Agilent Zorbax Eclipse XDB
C-18 (150 mm × 4.6 mm;
5 �m)

ACN + water with acetic
acid 0.1%, pH 3.18; isocratic
elution (A:B)
3 min → (15 + 85),
7 min → (30 + 70),
20 min → (90 + 10)

1.0 245 nm;
ESI-MS m/z
330

[29]

Pharmaceutical
preparations

Isoxicam LiChrospher RP18 Tris acetic acid buffer + TBA
reagent + tetrahydrofuran + ACN

– 360 nm [30]

Capsules,
tablets

– LiChrospher 100 RP-18
(5 �m); LiChrocart 125-4

Buffer solution: citric
acid + Na(OH)2PO4 (pH 3)
(55 + 45)

– 254 nm [31]

Blood, plasma,
solutions

– Nucleosil C18 ACN + distilled
water + acetic acid
(58 + 38 + 4)

1.0 365 nm [32]

Human blood Isoxicam Devolsil ODS-5
(250 mm × 1.5 mm; 5 �m)

ACN + 0.1 M acetate buffer
(pH 5) + methanol

0.1 365 nm [34]

Human serum,
capsules

Naproxen ACE C-18 with
trimethylsilane
(150 mm × 4.6 mm; 5 �m)

ACN + 0.1% aqueous H3PO4,
using “dual-mode”
gradient

– �ex = 90 nm;
�em = 45 nm

[35]

Human plasma – RP-C18 Methanol + water + phosphate
buffer

– Amperometric
V = +0.9 V

[36]

Human plasma,
tissue

– Higgins Haisil 120 BD C18

(120 mm × 3 mm; 5 �m)
30 mM
H3PO4 + methanol + tetrahydrofuran
(600 + 320 + 80) containing
150 mg L−1 KCl, adjusted to
pH 2.7 with 4 M NaOH

– Amperometric
V = +0.65 V

[37]

Urine – Phenomenex Synergi
Hydro-RP
(1 mm × 150 mm) + Opti-
Guard C18

(1 mm × 15 mm)

100% formic acid
25 mM + ACN; gradient
elution: 1–9 min to final
proportion of 80%

0.075 MS/MS;
m/z 332;
330

[38]

Tablets,
capsules

– Shim-Pack ACN + 1% acetic acid
solution (4 + 1)

– MS; m/z
332

[39]

Human plasma Isoxicam Sunfire (2.1 nm × 100 nm;
5 �m)

Methanol + ammonium
formate (15 mM, pH 3)
(60 + 40)

0.2 MS/MS;
m/z
332 → 95

[40]

Tenoxicam Pharmaceutical
preparations

Isoxicam LiChrospher RP18 Tris acetic
buffer + TBA + tetrahydrofuran + ACN

– 360 nm [30]
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Table 1 (Continued)

Compound Sample matrix I.S. Chromatographic conditions Ref.

Column Mobile phase (v/v) Flow rate
(mL min−1)

Detection

Plasma, blood,
solutions

– Nucleosil C18 ACN + distilled
water + acidic acid
(58 + 38 + 4)

1.0 365 nm [32]

Human blood Isoxicam Devolsil ODS-5
(250 mm × 1.5 mm; 5 �m)

ACN + 0.1 M acetate buffer
(pH 5) + methanol

0.1 365 nm [34]

Urine – Phenomenex Synergi
Hydro-RP
(1 mm × 150 mm) + Opti-
Guard C18

(1 mm × 15 mm)

100% formic acid
25 mM + ACN; gradient
elution: 1–9 min to final
proportion of 80%

0.075 MS/MS;
m/z 338;
336

[38]

Tablets,
capsules

– Shim-Pack ACN + 1% acetic acid
solution (4 + 1)

– MS; m/z
338.4

[39]

Human plasma Isoxicam Sunfire (2.1 mm × 100 mm;
5 �m)

Methanol + formate
ammonium (15 mM, pH 3)
(60 + 40)

0.2 MS/MS;
m/z
332 → 95

[40]

Human plasma Ketorolac Nucleosil C18 ACN + water + phosphate
buffer (pH 2.8) (35 + 65)

– 355 nm [84]

Human plasma Piroxicam Zorbax 5B C18

(50 mm × 4.6 mm;
1.8 �m) + Phenomenex C18

(2 mm × 4.6 mm; 1.8 �m)

0.1% H3PO4 aqueous
solution + ACN (65 + 35)

2.0 368 nm [87]

Tablets 2,4-Dinitrochlorobenzene RP-C8 Lichrosorb
(250 mm × 4.6 mm; 10 �m)

0.02 M sodium
acetate + methanol + ACN
(11 + 8 + 1) with 0.005 M
heptane sulphonic acid
sodium salt (pH 3.5)

1.5 300 nm;
375 nm

[88]

Tablets,
ampoules,
capsules

– NovaPak C18

(150 mm × 3.9 mm; 4 �m)
Methanol + ACN + acetate
buffer, pH 4.6
(1.9 + 0.1 + 3.0)

0.8 280 nm [89]

Meloxicam Pharmaceutical
preparations

Isoxicam LiChrospher RP18 Tris acetic
acid + TBA + tetrahydrofuran + ACN

360 nm [30]

Human plasma Isoxicam Sunfire (2.1 mm × 100 mm;
5 �m)

Methanol + ammonium
formate (15 mM, pH 3)
(60 + 40)

0.2 MS/MS;
m/z
352 → 115

[40]

Tablets,
ampoules,
capsules

– Nova-Pak C18

(150 mm × 3.9 mm; 4 �m)
Methanol + ACN + acetate
buffer pH 4.6 (4.5 + 0.5 + 5)

0.8 280 nm [89]

Human plasma – RP-C 18 Methanol + phosphate
buffer (pH 3.2) (60 + 40)

– 346 nm [99]

Tablets Piroxicam �Bondapak 125 AC 18
(10 �m)

Methanol + water (70 + 30) 2.0 230 nm [100]

Tablets Isoxicam RP C18 0.05 M tris acetic acid
buffer + TBA + ACN

– 360 nm [101]

Human plasma Tenoxicam Prevail C8

(150 mm × 4.6 mm; 5 �m)
ACN + water + 10 mM acetic
acid (20 + 80)

– MS/MS [112]

Plasma Piroxicam LiChrocart RP-18
(125 mm × 4 mm;
5 �m) + LiChrocart RP-18
(4 mm × 4 mm; 5 �m)

(NH4)2HPO4 aqueous
solution + methanol + ACN
(5 + 4 + 1)

1.0 364 nm [103]

Human plasma Piroxicam Sunfire C18

(150 mm × 4.6 mm; 5 �m)
20 mM KH2PO4 + ACN
(60 + 40) adjusted to pH 3.5
with H3PO4

1.2 355 nm [104]

Rat plasma Gemini C18

(150 mm × 4.6 mm; 5 �m)
I: 50 mM phosphate buffer
(pH 3.2) + ACN (40 + 60); II:
50 mM phosphate buffer
(pH 3.2) + methanol
(65 + 35)

1.0 I: 360 nm;
II: 320 nm

[105]

Human plasma Piroxicam LiChrospher C18

(125 mm × 4 mm; 5 �m)
Acetate buffer (pH 3.3,
170 mM) + ACN (62 + 38)

1.0 355 nm [106]

Horse plasma – LiChrocart
25-4 + LiChrospher RP-8
ADS

0.05 M phosphate
buffer + ACN (70 + 30) and
25 mM t-butylamine at pH
7

0.8 364 nm [107]

Tablets – Phenomenex Luna C18

(250 mm × 4.6 mm; 5 �m)
Methanol + isopropanol + 50 mM
phosphate buffer (pH 5.9)
(51 + 9 + 40)

1.0 225 nm [108]

Tablets,
suppository

– Spherisorb ODS
(250 mm × 4.6 mm; 5 �m)

Acetate buffer pH
4.3 + methanol (55 + 45)

– UV [109]

Human plasma Piroxicam Phenomenex Luna C18

(150 mm × 2 mm; 5 �m)
ACN + 0.2% aqueous formic
acid (65 + 35), pH 3.1

0.3 MS/MS;
m/z
352 → 115

[113]
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Table 1 (Continued)

Compound Sample matrix I.S. Chromatographic conditions Ref.

Column Mobile phase (v/v) Flow rate
(mL min−1)

Detection

Human plasma Piroxicam Zorbax SB C18

(150 mm × 4.6 mm;
5 �m) + Security Guard C18

(4 mm × 3 mm)

ACN + water + formic acid
(80 + 20 + 0.2)

0.5 MS/MS;
m/z
352 → 115

[114]

Animal tissue Flunixin-D3 Xterra (150 mm × 2.1 mm;
5 �m)

Formic acid
10 mM + methanol (A:B);
gradient program:
0.1–1 min → 70% B,
10–13 min → 90% B,
13–23 min → 70% B

0.25 MS; m/z
352 → 115,
141, 184

[115]

Lornoxicam Pharmaceutical
preparations

Isoxicam LiChrospher RP 18 Tris acetic acid
buffer + TBA + tetrahydrofuran + ACN

– 360 nm [30]

Human blood Isoxicam Devolsil ODS-5
(250 mm × 1.5 mm; 5 �m)

ACN + 0.1 M acetate buffer
(pH 5) + methanol

0.1 365 nm [34]

Tablets,
ampoules,
capsules

– Nova-Pak C18

(150 mm × 3.9 mm; 4 �m)
Methanol + ACN + acetate
buffer (pH 4.6)
(4.5 + 0.5 + 5)

0.8 280 nm [89]

Plasma Tenoxicam Hypersil C18

(250 mm × 4.6 mm; 5 �m)
0.1 M NaH2PO4 buffer (pH
6) + methanol (50 + 50)

1.5 372 nm [129]

Human plasma Isoxicam Sunfire C18 Methanol + ammonium
formate (10 mM, pH 3)
(70 + 30)

– MS/MS [132]

Isoxicam Substance – LiChrospher 100 RP18
(150 × 3.9 mm; 4 �m)

Methanol + acetate buffer
(pH 4.6; 0.4 M) (40 + 60)

0.8 254 nm;
280 nm

[127]

Nabumetone Pharmaceutical
preparations

– Kromasil C18 0.06 M
cetyltrimethylammonium
bromide (pH 7) with 10%
1-butanol

1.0 – [136]

Tablets, plasma 4-Methoxyacetophenone Supercosil LC-8
(150 mm × 4.6 mm; 5 �m)

ACN + TEA + glacial acetic
acid (500 + 1.5 + 8) diluted
to 1000 ml with distilled
deionized water

– 270 nm [137]

Pharmaceutical
preparations

Methyl p-toluate Wakosil 5C18

(150 mm × 4.6 mm; 5 �m)
0.5 g 1-heptanesulphonic
acid sodium salt diluted in
ACN + water + TEA
(500 + 500 + 1) adjusted to
pH 3 by H3PO4

1.0 270 nm [138]

Human urine Methyl p-toluate Wakosil 5C18

(150 mm × 4.6 mm; 5 �m)
0.5 g 1-heptanesulphonic
acid sodium salt diluted in:
ACN + water + TEA
(500 + 500 + 1) adjusted
H3PO4 to pH 3

1.0 �ex = 80 nm;
�em = 50 nm

[138]

Substance 4-Chloro-2-nitroaniline RP Inertsil C18 ODS
(250 mm × 4.6 mm; 5 �m)

Methanol + 0.05% aqueous
solution of glacial acetic
acid (68 + 32)

1.0 230 nm [139]

Serum – Pinkerton ISRP (GFF-S5-80;
150 mm × 4.6 mm)

ACN + phosphate buffer
(0.1 M, pH 7) (10 + 90)

– 254 nm [140]

Human plasma Cisapride Nova-Pak C18

(150 mm × 3.9 mm; 5 �m)
preceded by 4 mm × 3 mm
C18 guard column

ACN + 0.02% TEA adjusted
to pH 7 by 85% H3PO4

(50 + 50)

1.4 �ex = 30 nm;
�em = 56 nm

[141]

Nimesulide Homeopathic
preparations

Benzoic acid Agilent Zorbax Eclipse XDB
C-18 (150 mm × 4.6 mm;
5 �m)

ACN + water with 0.1%
acetic acid (pH 3.16) (A + B);
elution (15 + 85) for 3 min,
then (30 + 70) in 7 min and
finally to (90 + 10) in 20 min

1.0 245 nm;
ESI-MS;
m/z
307 → 170

[29]

Substance 4-Chloro-2-nitroaniline RP Inertsil C18 ODS
(250 mm × 4.6 mm; 5 �m)

Methanol + 0.05% aqueous
solution of acetic acid
(68 + 32)

1.0 230 nm [139]

Human plasma Phenacetin RP Supercosil LC-18
(150 mm × 4.6 mm; 5 �m)

Methanol + phosphate
buffer (pH 3.5, 0.01 M)
(55 + 45)

– 258 nm [148]

Rabbit aq.
Humor

– Ultracarb ODS(30) C18

(150 mm × 4.6 mm; 5 �m)
60% methanol + 40% water,
with 1% TEA, adjusted to
pH 3.2 by 85% H3PO4

1.0 300 nm [149]

Urine – Supercosil LC-18 DB
(250 mm × 4.6 mm;
5 �m) + Supelgard LC-18
(150 mm × 4.6 mm; 5 �m)

Sodium phosphate buffer
(50 mM) adjusted to pH 3
with 85% H3PO4 (3.5 mM)
(A) + ACN (B); gradient
elution: start 22% B,
increasing linearly to 30% B
(18 min) and to 50% B over
50 min

1.0 230 nm [150]
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Table 1 (Continued)

Compound Sample matrix I.S. Chromatographic conditions Ref.

Column Mobile phase (v/v) Flow rate
(mL min−1)

Detection

Human plasma DRF-4367 Kromasil KR 100-5C18

(250 mm × 4.6 mm; 5 �m)
Gradient elution: 0.05 M
formic acid (pH
3) + ACN + methanol + water

1.0 235 nm [151]

Drugs – Shimpac C18

(150 mm × 4.6 mm; 5 �m)
Methanol + water + acetic
acid (67 + 32 + 1)

1.0 230 nm [152]

Substance Propylparaben Separon SGXC18

(250 mm × 4.6 mm; 7 �m)
ACN + (NH4)3PO4 solution
(pH 7.9, 0.02 M) (35 + 65)

0.6 245 nm [153]

Rat plasma NS 398 Waters Symmetry C18

(150 mm × 4.6 mm;
3.5 �m) with Waters
Sentry Symmetry C18 guard
column

ACN + 50 mM sodium
citrate buffer, pH 3 (53 + 47)

1.1 240 nm [154]

Human plasma – Nucleosil 120-5 C18

(50 mm × 4 mm)
ACN + methanol + 15 mM
KH2PO4 buffer, pH 7.3,
adjusted with KOH
(30 + 5 + 65)

1.0 404 nm [155]

Human plasma – RP ODS Zorbax
(250 mm × 4.6 mm; 5 �m)
with guard column ODS
Zorbax (100 mm × 4.6 mm;
5 �m)

Phosphate buffer (pH
5.5) + methanol + ACN
(50 + 20 + 30)

1.4 230 nm [156]

Human plasma Tolbutamide Supercosil LC-18 DB
(33 mm × 4.6 mm; 3 �m)
with LiChrocart 25-4
manufix containing a
LiChrospher 100 RP-18
(5 �m) guard column

Gradient elution: 0.05 M
phosphate buffer (pH
5.5) + methanol (80 + 20)
was changed to (20 + 80)
within 16 min; after next
4 min brought again to
(80 + 20)

0.4 230 nm [157]

Human plasma Tolbutamide LiChrospher 100 RP-18
(250 mm × 4 mm; 5 �m)
with LiChrospher 25-4
manufix containing a
LiChrospher 100 RP-18
(5 �m) guard column

Gradient elution: 0.05 M
phosphate buffer (pH
5) + methanol (55 + 45)
after 3 min changed to
(40 + 60) within 15 min;
kept 8 min and brought
again to (55 + 45)

1.0 230 nm [157]

Rat plasma – Shandon Hypersil BDS C18

(250 mm × 4.6 mm; 5 �m)
with BDS C18 guard column

Methanol + citrate
phosphate buffer (pH 3)
(68 + 32)

1.0 240 nm [158]

Pharmaceutical
preparations

Ibuprofen CLC C18 (250 mm × 4.6 mm;
5 �m)

ACN + 0.05 M KH2PO4

buffer (pH 7) (55 + 45)
– 230 nm [159]

Pharmaceutical
preparations

Piroxicam Inertsil (250 mm × 4.6 mm;
5 �m)

Water + ACN (2 + 3)
adjusted to pH 3.5 with
H3PO4

1.0 240 nm [160]

Tablets – Chromosorb RP 18 0.1 M ammonium
acetate + methanol + ACN
(3 + 5 + 2) at pH 6

– 210 nm [161]

Pharmaceutical
preparations

– Agilent Zorbax Extend C18

(150 mm × 4.6 mm; 5 �m)
ACN + TEA + water
(45 + 0.5 + 54.5) adjusted to
pH 5.2 with formic acid

1.0 230 nm [162]

Tablets – ODS C18 Methanol + water (65 + 35)
adjusted to pH 4.15 with
H3PO4

1.4 307 nm [163]

Human plasma Celecoxib X-Terra TM-MS C18

(150 mm × 4.6 mm;
ACN + water (80 + 20) with
5 mM ammonia solution

0.5 MS/MS;
m/z

[164]
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Tablets – �Bondapak/�Porasil

(150 mm × 3.9 mm)

eactions due to this drug. Tenoxicam also shows analgesic and
ntipyretic properties. It is strongly bound to plasma proteins
99%) and is characterized by extended plasma half-life, usually
2 ± 28 h. The main therapeutic indications are: rheumatoid
rthritis, osteoarthritis, enkylosing spondylitis, extraarticular
nflammation and acute gout. The side effect profile of tenoxi-

am appended similar to that seen with other non-steroidal
nti-inflammatory drugs. The most common side effects are gas-
rointestinal (e.g. epigastric pain, nausea, dyspepsia, indigestion).
enoxicam should not be used in patients with known salicylate or
SAID-induced asthma, rhinitis or urticaria, or a history of severe

s
[
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c
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307 → 229
pH 3 phosphate
buffer + methanol (40 + 60)

1.0 Electrochem.
1200 mV

[165]

astrointestinal disease. It should not be administered before an
esthesia or surgery in elderly, or in patients with an increased
isk of renal failure or bleeding [1–4].

Pharmacopoeias suggest that tenoxicam content should be
etermined with the potentiometric titration method with 0.1 M
erchloric acid in anhydrous acetic acid. For confirmation of

ubstance identity the IR spectrophotometry is recommended
9,10]. Among methods for the determination of tenoxicam in
harmaceutical preparations and in biological material, the most
ommonly used are LC and TLC chromatography (about 38%),
pectrophotometric methods (about 26%) and voltamperometric



M. Starek, J. Krzek / Talanta 77 (2009) 925–942 933

Table 2
Spectrophotometric and spectrofluorimetric methods for analysis of oxicams, nimesulide and nabumetone.

Compound Sample matrix Reagent used Detection, � (nm) Linearity range Ref.

Piroxicam Tablets UV 261.4 2.4–20 �g mL−1 [19]
Pharmaceutical preparations UV 333 3–8.5 �g mL−1 [31]
Pharmaceutical preparations UV 327 5–15 �g mL−1 [31]
Pharmaceutical preparations Fe(III) + o-phenanthroline in acetate

buffer (pH 4.8)
510 2–26 �g mL−1 [50]

Tablets, capsules Potassium iodate in 30% sulphuric
acid + cyclohexane

522 0.05–1.1 mg mL−1 [51]

Tablets, capsules, suppositories I: alizarin; II: alizarin red S; III: alizarin
yellow G; IV: qualizarin

I: 538; II: 529; III:
355; IV: 579

0.05–2.4 �g mL−1 [52]

Tablets 2,2′-Bipyridyl + ferric ammonium
sulphate dodecahydrate + 1 M HCl

522 0.05–6.5 �g mL−1 [53]

Tablets 1,10-Phenanthroline + ferric
ammonium sulphate
dodecahydrate + 1 M HCl

510 0.2–6.5 �g mL−1 [53]

Tablets, capsules Ceric ammonium sulphate in acidic
medium + promethazine
hydrochloride

515 0.4–7.5 �g mL−1 [54]

Tablets, capsules Ceric ammonium sulphate in acidic
medium + methdilazine hydrochloride

513 0.2–10 �g mL−1 [54]

Human plasma Hydrochloric and trichloroacetic acid 337 8–10 mg L−1 [55]
Human plasma UV 343.5 0.5–12 �g mL−1 [56]
Pharmaceutical preparations,
human serum

0.05 M sodium dodecyl sulphate
surfactant (pH 1.5–2; nitric acid)

�ex/�em 0.05–1.5 �g mL−1;
0.2–10 �g mL−1

[58]

Pharmaceutical preparations 2.77 × 10−4 M aqueous
N-bromosuccinimide + 1.68 × 10−5 M
aqueous methdilazine hydrochloride

�ex = 343;
�em = 377

0.2–8 �g mL−1 [59]

Capsules – �ex = 330;
�em = 440

0.01–1.25 �g mL−1 [60]

Pharmaceutical preparations Dimethylformamide + dioxane �ex = 340;
�em = 470

0.2–1.2 �g mL−1 [61]

Pharmaceutical preparations 0.1 M sulphuric acid �ex = 345;
�em = 470

0.2–2 �g mL−1 [61]

Pharmaceutical preparations – �ex = 320;
�em = 440

0.03–0.2 �g mL−1 [62]

Serum – �ex = 320;
�em = 440

0.02–0.22 �g mL−1 [63]

Gel – �ex = 320;
�em = 465

0.3–4 �g mL−1 [64]

Tenoxicam Tablets, capsules Potassium iodate + 30% sulphuric acid 522 0.05–0.6 mg mL−1 [51]
Tablets, capsules, suppositories I: alizarin; II: alizarin red S; III: alizarin

yellow G; IV: qualizarin
I: 546; II: 531; III:
370; IV: 579

0.05–2.4 �g mL−1 [52]

Pharmaceutical preparations Dimethylformamide + dioxane �ex = 360;
�em = 480

0.3–2.4 �g mL−1 [61]

Tablets – 368 2–10 �g mL−1 [88]
Laboratory mixtures 3-Methylbenzothiazolinone hydrazone

hydrochloride + ceric ammonium
sulphate in acid medium

�ex = 300;
�em = 360

1–10 �g mL−1 [90]

Laboratory mixtures 3-Methylbenzothiazolinone hydrazone
hydrochloride + ceric ammonium
sulphate in acid medium

465 2–20 �g mL−1 [90]

Tablets, vials, ampules, capsules 0.4%
7-chloro-4-nitrobenz-2-oxa-1,3-diazol
(NBD-Cl) + acetone

535 1–10 �g mL−1 [91]

Tablets, vials, ampules, capsules 0.4%
7-chloro-4-nitrobenz-2-oxa-1,3-diazol
(NBD-Cl) + methanol

�ex = 450;
�em = 535

50–1000 ng mL−1 [91]

Tablets, vials, suppositories Al(III) ions �ex = 350;
�em = 450

16–200 ng mL−1;
40–200 ng mL−1

[92]

Meloxicam Laboratory mixtures 3-Methylbenzothiazoline hydrazone
hydrochloride + ceric ammonium
sulphate in acid medium

�ex = 300;
�em = 360

1–10 �g mL−1 [90]

Laboratory mixtures 3-Methylbenzothiazoline hydrazone
hydrochloride + ceric ammonium
sulphate in acid medium

450 2–20 �g mL−1 [90]

Tablets, vials, ampoules, capsules 0.4%
7-chloro-4-nitrobenz-2-oxa-1,3-diazol
(NBD-Cl) + acetone

535 0.5–4.0 �g mL−1 [91]

Tablets, ampoules, capsules 0.4%
7-chloro-4-nitrobenz-2-oxa-1,3-diazol
(NBD-Cl) + methanol

�ex = 450;
�em = 535

25–400 ng mL−1 [91]

Tablets 0.1% basic methylene blue in
phosphate buffer (pH 8)

653.5 1–5 �g mL−1 [109]

Tablets 0.1 M NaOH 362 0.5–20 mg L−1 [121]
Tablets 0.01 M FeCl3 × 6H2O in methanol 570 5–250 mg L−1 [121]
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Table 2 (Continued)

Compound Sample matrix Reagent used Detection, � (nm) Linearity range Ref.

Tablets, suppositories 0.1% safranin T �ex = 520;
�em = 582

0.4–1.2 �g mL−1 [122]

Tablets, suppositories 0.1 M ethanolic HCl and NaOH 333.9–384.7 2–10 �g mL−1 [122]

Lornoxicam Tablets, vials, ampoules, capsules 0.4%
7-chloro-4-nitrobenz-2-oxa-1,3-diazol
(NBD-Cl) + acetone

535 1–10 �g mL−1 [91]

Tablets, vials, ampoules, capsules 0.4%
7-chloro-4-nitrobenz-2-oxa-1,3-diazol
(NBD-Cl) + methanol

�ex = 450;
�em = 535

5–1000 �g mL−1 [91]

Nabumetone Tablets 4-Carboxyl-2,6-dinitrobenzene
diazonium

470 1–6 �g mL−1 [143]

Tablets 0.2 M sodium dodecyl
sulphate + 0.25 M thallium(I)
nitrate + sodium sulphite

�ex = 271;
�em = 520

25–1000 ng mL−1 [145]

Nimesulide – Thymol
5-methyl-2-(1-methylethyl)phenol in
ammonium medium

476 5–40 �g per
sample

[175]

Bulk, dosage form Nitrous acid + phloroglucinol 400 4–20 meug mL−1 [176]
Bulk, dosage form p-Dimethylaminobenzaldehyde 415 4–24 meug mL−1 [176]
Tablets Alcoholic iminodibenzyl in acid

medium
600 0.1–7.5 �g mL−1 [178]
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Tablets 3-Aminophenol in ac
Pure, dosage forms –
Tablets, sachets I. ethanol; II. chlorofo

about 27%). Among separation techniques HPLC [82,83] with
V-spectrophotometric [30,32,33,84–89] or MS detection

33,38–40,86] is frequently used. The chromatographic parameters
re presented in Table 1. Taha et al. applied TLC-densitometry
or the determination of tenoxicam in pharmaceutical prepa-
ations using TLC silica gel F254 plates as stationary phase and
thyl acetate + methanol + 25% ammonia (17 + 3 + 0.35, v/v/v) as
obile phase. Chromatograms undergo densitometric detection at
= 370 nm [89]. HPTLC-densitometry was used for the photosta-
ility test of tenoxicam. The stability indicating capability of the
espective assays is proven with sample solutions irradiation from
xenon source. Bartsch et al. reported quantification of tenoxicam
sing capillary electrophoresis [83].

For the determination of tenoxicam, UV–vis spectrophotometric
ethods [49,51,52,88,90,91] as well as spectrofluorimetric meth-

ds [61,90–92] are also used. Taha et al. described determination
f meloxicam and tenoxicam in the presence of their degrada-
ion products using spectrophotometric and spectrofluorimetric

ethods [90]. Quantitative determination by infrared spectropho-
ometry was reported, using KBr technique and dehydrochloric
cid as I.S. The analysis was run in the range of 0.15–0.35%
w/w) in KBr. The absorption band at 1420 cm−1 was chosen [93].
he spectrophotometric methods for determination of tenoxicam
re presented in Table 2. Voltammetric methods using CPE [68],
quare wave and square-wave adsorptive stripping voltammetric
71], direct current (DC), differential pulse (DPP), superimposed
onstant amplitude pulse (SCAP) and superimposed increasing
mplitude pulse (SIAP) polarographic techniques were reported
66,94–96]. Potentiometric titration of drug with tenoxicam in
eaction with N-bromosuccinimide in sulphuric acid [51] and
sing ion-selective membrane electrodes were described [75].
ohamed et al. described the ionization constant and stability

onstants of the complexes formed with metal ions. The stabil-
ty constants of complexes formed with tenoxicam decrease in

he order Fe(III) > Bi(III) > Al(III) > Cr(III) > Cd(II) > Sb(III), which is in
greement with the decrease in the ionic potential of metal ions
92]. Nikolic et al. presented coulometric titration of tenoxicam
ith electrogenerated chloride in the presence of methyl orange

74]. Two FIA methods for determination of tenoxicam in methanol

a

0
d
c

dium 470 0.4–12 �g mL [178]
300 10–50 �g mL−1 [180]
200 → 500
(�� = 21)

I: 2–90 �g mL−1;
II: 2–50 �g mL−1

[181]

sing Fe(III) and 2 M HCl to produce an orange-brown compound
nd with spectrophotometric detection (540 and 355 nm) were
eported [97]. Al-Tamrah described FIA method based on the reac-
ion of tenoxicam with Fe(NO3)3 × 9H2O. The produced ion Fe(II)
eacts with 0.1 M K3Fe(CN)6 forming Prussian blue measureable
t 724 nm [98]. FIA system with spectrophotometric detection at
= 530 nm was used for the analysis of complex drugs containing

enoxicam. The method is based on the oxidation of a drug by a
nown excess of N-bromosuccinimide in 1 M HCl, followed by a
eaction of excess oxidant with chloranilic acid to bleach its purple
olor [81].

.3. Meloxicam

Meloxicam (4-hydroxy-2-methyl-N-(5-methyl-1,3-thiazol-
-yl)-2H-1,2-benzothiazine-3-carboxamide-1,1-dioxide) is a
iroxicam analogue, in which the pyridyl group in the amidic part
f the molecule was substituted with the 5-methylthiazole system.
t exerts anti-inflammatory effect by inhibiting more strongly the
nzymatic activity of COX-2 than of COX-1. This preferential oper-
tion causes, that meloxicam inhibits synthesis of prostaglandins
n the inflammatory places, but within the alimentary tract and
idneys considerably weakly. Clinical studies demonstrated a
ower rate of adverse symptoms than while using other NSAIDs.
n the body, the drug is subjected to intensive metabolic changes
oxidation) and less than 5% of the daily dose is excreted in
nchanged form with faeces, while only trace amounts of the drug
re excreted in unchanged form in urine. Meloxicam is indicated
or the treatment of rheumatoid arthritis, osteoarthritis and other
oint diseases. Its therapeutic benefits combined with a good
astrointestinal tolerability make it a valuable therapeutic agent.
owever, meloxicam should not be used in patients sensitive to

ulphonamides (it has a sulphamide group built in the ring), with
ronchial asthma, angioneurotic oedema and urticaria, developed

s a consequence of using other NSAIDs [1–4].

Pharmacopoeia recommends potentiometric titration with
.1 M perchloric acid as a titrant in anhydrous acetic acid for the
etermination of meloxicam content. For identification of meloxi-
am, IR and UV (� = 354 nm) spectrophotometry are used [10].
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Table 3
Validation data for analyzed drugs.

Compound Method Linear range LOD LOQ Precision (R.S.D. %) Recovery (%) (R.S.D. %) Ref.

Intra-day Inter-day

Piroxicam LC 0.05–10 �g mL−1 0.05 �g mL−1 – <8% – [16]
5–20 �g mL−1 – – 0.94–1.47 0.94–1.04 – [19]
0.05–10 �g mL−1 0.025 �g mL−1 0.05 �g mL−1 2.4–9.8 – [20]
0.2–20 �g mL−1 0.02 �g mL−1 – 2.2–2.3 4.6–7.9 82.0 (6.0) [21]
0.1–6 �g mL−1 0.02 �g mL−1 0.06 �g mL−1 3.17–5.21 3.23–5.37 100.09 (6.52) [22]
8.8–44 �g mL−1;
60–300 �g mL−1;
0.44–2.2 �g mL−1

– – 0.86–1.35 2.22–2.83 – [23]

0.2–0.5 �g mL−1 – – 0.4 0.2–0.4 99.1–100.5 [24]
0.144 × 10−3 to
7.24 × 10−3 M;
0.129 × 10−3 to
6.49 × 10−3 M

1 × 10−7 M 3 × 10−7 M – (0.06–0.63) [25]

0.05–2.5 �g mL−1 – 0.05 �g mL−1 2.48–9.05 3.31–9.01 91.64–101.54 [26]
0.1–10 �g mL−1 – – 1.3–8.8 73.1–80.0 [28]
0.1–25 �g mL−1 0.16 ng – 1.0–7.0 87.0–95.0 [29]
50–400 �g mL−1 1.15 ng – 1.35–1.48 87.0–95.0 [29]
10–100 �g mL−1 – – 0.45 0.90 97.13 [31]
10–1000 ng mL−1 4.2 ng mL−1 – 0.7–6.2 0.5–8.4 96.6–99.7 [34]
0.15–106 �M 0.075 �M 0.15 �M – 93.3–99.8 [35]
0.72–600 ng mL−1 – 0.72 ng mL−1 3.8–10.7 7.7–13.5 – [37]
10–160 ng mL−1 <10 ng mL−1 – – 85.0 [38]
0.5–200 ng mL−1 – 0.5 ng mL−1 2.3–4.7 3.5–5.0 78.3–85.6 [40]
0.2–100 �g mL−1 0.2 �g mL−1 1.0 �g mL−1 6.9 7.8 ≥45% at the LOD [41]

TLC 8.8–44 �g mL−1;
60–300 �g mL−1;
0.44–2.2 �g mL−1

– – 1.5–3.32 2.38–3.5 – [23]

400–800 ng mL−1 40 ng mL−1 150 ng mL−1 1.32 1.08 (1.58–1.68) [42]
400–800 ng mL−1 39 ng mL−1 131 ng mL−1 1.3–8.9 3.2–6.4 (0.7–2.9) [43]

CE 8.8–44 �g mL−1;
60–300 �g mL−1;
0.44–2.2 �g mL−1

– – 1.74–3.61 3.74–4.35 – [23]

CZE 40–500 �M 10 �M – <5 > 95 [46]
MEKC 0–100 mg L−1 – – – 99.0–103.0 [47]
Spectrophotometry 2.4–20 �g mL−1 – – 0.94–1.47 0.94–1.04 99.7 [19]

3–8.5 �g mL−1 – – 0.02 0.33 100.22 [31]
5–15 �g mL−1 – – 0.05 0.47 99.02 [31]
3–7 mg L−1 0.33 mg L−1 – – 99–101 [47]
0.05–1.1 mg mL−1 – – – 99.7–100.0 (0.62–2.6) [51]
0.05–2.4 �g mL−1 12 �g mL−1 40 �g mL−1 0.49–1.6 Close to 100% (0.8–1.2) [52]
0.05–6.5 �g mL−1 – – – 98.95–99.54 [53]
0.2–6.5 �g mL−1 – – – 98.88–99.64 [53]
0.4–7.5 �g mL−1;
0.2–10 �g mL−1

– – – 98.74–99.68 (<1.1) [54]

8–10 mg L−1 – 0.27 mg L−1 – – [55]
0.5–12 �g mL−1 – 0.29 �g mL−1 0.12–2.0 89.4 [56]

Spectrofluorimetry 0.05–1.5 �g mL−1 0.015 �g mL−1 – – – [58]
0.2–10 �g mL−1 0.1 �g mL−1 – – – [58]
0.2–8 �g mL−1 – – 0.56–0.67 99.77–101.1 (<1.1) [59]
0.01–1.25 �g mL−1 0.012 �g mL−1 – – 89.0–99.6 (1.0–8.0) [60]
0.2–2 �g mL−1 0.034 �g mL−1 0.113 �g mL−1 1.12–1.2 100.33 (1.21) [61]
0.2–1.2 �g mL−1 0.045 �g mL−1 0.15 �g mL−1 0.91–1.06 100.47 (0.91) [61]
0.03–0.2 �g mL−1 0.01 �g mL−1 0.032 �g mL−1 – 100.3 (2.9) [62]
0.02–0.22 �g mL−1 0.03 �g mL−1 0.09 �g mL−1 – 81.0–112.0 [63]
0.3–4 �g mL−1 0.22 �g mL−1 – – 104.0 [64]

Voltammetry 0.15–5 �g mL−1 0.1 �g mL−1 – 0.73 96.0–104.18 (0.98–3.0) [70]
2 × 10−9 to
2 × 10−7 M;
2 × 10−9 to
6 × 10−8 M

5 × 10−8 M – 3.2 – [71]

Potentiometry 1 × 10−2 to
5.2 × 10−5 M

2.4 × 10−6 M – <2.0 98.8–102.1 [75]

FIA 1.5–364,000 pg mL−1 0.33 pg mL−1 1.5 pg mL−1 – – [73]
0.5–10 �g mL−1 0.1 �g mL−1 0.33 �g mL−1 <5% 95.7–104.5 [76]
0.1–1.0 ppm 23 ppm – – 98.8–101.2 (1.5–3.8) [79]
200–1000 ppb 29 ppb – 3.8 97.5–102.0 (0.5–3.9) [80]
10–160 mg mL−1 6 mg L−1 20 mg L−1 <5.0 98.0–101.0 (1.0–2.0) [81]

Tenoxicam LC 10–1000 ng mL−1 2.3 ng mL−1 – 1.7–9.4 0.7–12.7 97.0–100.6 [34]
10–160 ng mL−1 <10 ng mL−1 – – 75.0 [38]
0.5–200 ng mL−1 – 0.5 ng mL−1 1.7–5.4 2.9–3.4 80.0–87.1 [40]
0.1–10 �g mL−1 0.5 �g mL−1 – – – [82]
10–40 ng mL−1 40 ng mL−1 – 3.9–7.7 87.0–102.0 [84]
5–2000 ng mL−1 5 ng mL−1 – – 98.99 (4.3) [85]
25–5500 ng mL−1 – 48.3 ng mL−1 0.74–2.47 1.17–6.76 91.2–96.3 (1.7–2.3) [87]
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Table 3 (Continued)

Compound Method Linear range LOD LOQ Precision (R.S.D. %) Recovery (%) (R.S.D. %) Ref.

Intra-day Inter-day

2–10 �g mL−1 – – – 99.5–100.2 [88]
0.5–20 �g mL−1 0.045 �g mL−1 0.15 �g mL−1 0.9–1.58 0.1–0.68 98.9 (1.61) [89]

TLC 0.25–6.0 �g per spot 0.4 �g per spot 1.36 �g per spot – 100.57 (1.34) [89]
Spectrophotometry 0.05–0.6 mg mL−1 – – – 100.0–102.0 (0.6–3.4) [51]

0.05–2.4 �g mL−1 12–16 ng mL−1 40–50 ng mL−1 0.76–1.45 Close to 100% (1.0–1.2) [52]
2–10 �g mL−1 – – – 99.6–100.7 [88]
1–10 �g mL−1 – – 0.8 1.0 99.7–101.5 (0.5–0.6) [91]

Spectrofluorimetry 0.3–2.4 �g mL−1 0.041 �g mL−1 0.137 �g mL−1 0.67–0.88 100.37–100.45 [61]
50–1000 ng mL−1 – – 1.1 1.2 98.7–101.3 (0.6–0.9) [91]
40–200 ng mL−1;
16–100 ng mL−1

10.8 ng mL−1;
4.68 ng mL−1

– – 98.58–102.22 [92]

Voltammetry 1 × 10−8 to
8 × 10−10 M

1 × 10−10 M – 3.6 – [71]

Polarography 0.025–20 �g mL−1 – – – 99.1–99.6 [95]
1 × 10−5 to
1 × 10−7 M

3 × 10−8 M 1 × 10−7 M – – [96]

Potentiometry 0.05–0.6 mg mL−1 – – – 100.0–102.0 (0.6–3.4) [51]
1 × 10−2 to
1 × 10−5 M

6 × 10−6 M – <2.0 97.3–102.1 [75]

FIA 0.5–8.5 mg L−1 0.08 mg L−1 – 1.05–1.4 4.2 99.3–101.0 [97]
7–320 mg L−1 1.1 mg L−1 – 0.58–0.6 3.9 99.4–100.7 [97]
0.5–100 �g mL−1 0.4 �g mL−1 – – 100.5–100.6 [98]
20–200 mg L−1 10 mg L−1 32 mg L−1 <5.0 97.0–103.0 (1.0–4.0) [81]

Meloxicam LC 0.5–200 ng mL−1 – 0.5 ng mL−1 1.0–2.1 1.5–4.1 81.8–85.5 [40]
1.25–50 �g mL−1 0.03 �g mL−1 0.09 �g mL−1 0.47–0.76 0.3–1.12 100.86 (1.55) [89]
0.52–52 �g mL−1 0.029 �g mL−1 0.1 �g mL−1 <2.0 92.7 [103]
10–2400 ng mL−1 – 10 ng mL−1 1.6–4.3 2.4–7.3 98.3–114.0 [104]
50–1500 ng mL−1 10 ng mL−1 50 ng mL−1 6.41–7.23 >85.0 [106]
5–25 ng mL−1;
25–140 ng mL−1;
50–3500 ng mL−1;
140–700 ng mL−1;
700–3500 ng mL−1

3 ng mL−1 20 ng mL−1 0.46–3.02 1.42–8.29 97.9–101.8 (0.37–1.72) [107]

100–500 �g mL−1 3.65 �g mL−1 12.16 �g mL−1 0.36 98.05–99.83 (0.2–0.91) [109]
8.96–2059 ng mL−1 – 8.96 ng mL−1 1.3–3.8 3.3–8.9 103.6–113.0 [113]
0.1–50 ng mL−1 – 0.1 ng mL−1 3.0–7.0 2.7–5.7 92.8–97.2 [114]
33.7–61.8 mg L−1 0.22 mg L−1 1.7 mg L−1 0.4 0.7 99.37–100.69 [115]
10–500 �g ng−1 of
muscle;
65–1000 �g kg−1 of
liver

– – <15.0 91.0–110.0 [115]

TLC 0.5–10 �g per spot 0.14 �g per spot 1.4 �g per spot – 100.71 (1.57) [89]
CE 5–100 �g mL−1 1 �g mL−1 3 �g mL−1 0.34–0.99 0.26–0.84 >95.0 [119]
CZE 0.55–150 �g mL−1 0.3 �g mL−1 0.5 �g mL−1 0.31–1.41 1.25–1.86 99.67–99.72 (0.12–0.29) [120]
Spectrophotometry 0.5–4 �g mL−1 – – 1.1 1.3 98.8–101.8 (0.3–1.7) [91]

40–160 �g mL−1 3.38 �g mL−1 11.28 �g mL−1 0.95 0.81 96.57–98.91 (0.3–0.86) [109]
1–5 �g mL−1 2.7 ng mL−1 9.09 ng mL−1 0.99 0.45 97.14–99.54 (0.42–0.81) [109]
0.5–20 mg L−1 0.04 mg L−1 – 0.36 99.2–101.9 [121]
5–250 mg L−1 0.72 mg L−1 – 0.47 98.3–102.3 [121]
1–10 �g mL−1 0.07 �g mL−1 – 0.37–1.316 99.03–99.53 [122]
4–12 �g mL−1 0.33 �g mL−1 – 0.24–0.454 99.14–99.53 [122]

Spectrofluorimetry 25–400 ng mL−1 – – 1.2 1.6 99.3–99.7 (0.6–1.7) [91]
0.4–1.2 �g mL−1 8.7 × 10−3 �g mL−1 – 0.5–1.09 99.24–99.76 [122]

Voltammetry 5 × 10−5 to
5 × 10−7 M

1.6 × 10−7 M – 2.2 – [127]

5 × 10−6 to
1 × 10−8 M

2.9 × 10−9 M – 4.2 – [128]

50–250 ng mL−1 0.14 ng mL−1 – – 99.4 (0.3) [129]
Polarography 0.38–15 �g mL−1 0.02 �g mL−1 0.38 �g mL−1 0.67–1.65 0.12–2.11 98.88–98.9 (0.08–0.27) [125]
FIA 10–160 mg L−1 6 mg L−1 20 mg L−1 <5.0 100.0–104.0 (1.0–4.0) [81]

Lornoxicam LC 25–1000 ng mL−1 6.4 ng mL−1 – 0.5–3.4 0.5–7.4 98.2–99.8 [34]
0.5–20 �g mL−1 0.01 �g mL−1 0.04 �g mL−1 0.18–1.76 0.54–0.97 99.81 (1.01) [89]
0.927c–0.0021 = P 10 ng mL−1 – 0.6–4.5 3.2–3.5 93.0–101.0 [129]
1.159c–0.0034 = P 40 ng mL−1 – 2.2–4.0 3.8–5.5 93.0–101.0 [129]
0.5–500 ng mL−1 – 0.5 ng mL−1 0.7–4.2 4.5–5.0 87.8 [132]

TLC 0.25–6 �g per spot 0.08 �g per spot 0.26 �g per spot – 99.8 (1.32) [89]
Spectrophotometry 1–10 �g mL−1 – – 0.7 1.1 99.0–101.3 (0.8–1.5) [91]

0.5–35 �g mL−1 0.13 �g mL−1 0.5 �g mL−1 1.27–2.13 0.78–2.12 100.6–100.95 (0.53–0.67) [133]
0.2–75 �g mL−1 0.06 �g mL−1 0.2 �g mL−1 0.63–2.01 0.78–2.12 100.04–100.07 (0.49–0.58) [133]

Spectrofluorimetry 5–1000 ng mL−1 – – 1.3 1.6 100.3–100.5 (0.8–2.0) [91]
Voltammetry 25–1025 ng mL−1 5.4 ng mL−1 – 2.7 >95.0 (<3.0) [134]

Isoxicam LC 8.8–44 �g mL−1;
60–300 �g mL−1;
0.44–2.2 �g mL−1

0.32 �g mL−1 1.25 �g mL−1 1.5–2.57 2.48–2.78 – [135]
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Table 3 (Continued)

Compound Method Linear range LOD LOQ Precision (R.S.D. %) Recovery (%) (R.S.D. %) Ref.

Intra-day Inter-day

TLC 8.8–44 �g mL−1;
60–300 �g mL−1;
0.44–2.2 �g mL−1

5 �g mL−1 10 �g mL−1 1.98–3.3 2.14–2.94 – [135]

CE 8.8–44 �g mL−1;
60–300 �g mL−1;
0.44–2.2 �g mL−1

1 �g mL−1 5 �g mL−1 1.42–3.47 2.54–3.6 – [135]

Nabumetone LC 32–16 �g mL−1 1.5 �g mL−1 120 �g mL−1 – – [138]
24–288 ng mL−1 1.5 ng mL−1 120 ng mL−1 – – [138]
1–20 �g mL−1 0.127 �g mL−1 0.385 �g mL−1 0.23–1.72 97.291–99.62 (0.02–1.71) [139]
1.5–40 ng mL−1 700 ng mL−1 1500 ng mL−1 1.06–2.71 1.88–9.73 90.0–98.0 [140]
0.313–20 ng mL−1 0.05 ng mL−1 0.313 ng mL−1 2.59–6.25 2.45–7.81 81.26–83.78 [141]

Voltammetry 1 × 10−6 to
8 × 10−5 M

2.31 × 10−7 M 7.69 × 10−7 M 0.33–0.72 0.53–0.87 100.04 (0.09–0.31) [146]

FIA 2.8 × 10−5 to
1.4 × 10−6 M

4.4 × 10−7 M 1.3 × 10−6 M <2.6% 99.0 [144]

25–1000 ng mL−1 18.2 ng mL−1 – 1.8 99.5–103.0 [145]

Nimesulide LC 50–400 �g mL−1 1 ng mL−1 – 1.41–1.54 85.0–101.0 [29]
0.1–25 �g mL−1 0.035 ng mL−1 – 2.0–4.0 77.0–136.0 [29]
1–20 �g mL−1 0.71 �g mL−1 2.155 �g mL−1 0.23–1.72 98.36–100.46 (0.21–2.31) [139]
0.2–5 �g mL−1 40 ng mL−1 – – – [147]
0.05–2.5 �g mL−1 – 50 ng mL−1 1.26–9.6 1.0–13.3 99.0–105.0 [149]
25–5000 ng mL−1 10 ng mL−1 15 ng mL−1 2.21–5.21 1.8–.6.73 96.22–96.45 [150]
0.5–50 �g mL−1 – 0.5 �g mL−1 0.97–7.06 3.21–7.37 90.0–116.0 [151]
100–1000 �g mL−1 4 ppm – – 99.1–100.1 [152]
150–500 �g mL−1 0.12 �g mL−1 – 0.22–0.43 99.35–99.7 [153]
Plasma:
25–10,000 ng mL−1;
brain:
20–5000 ng g−1;
CSF:
20–5000 ng mL−1

– 25 ng mL−1;
25 ng g−1;
20 ng mL−1

1.7–10.7 2.3–10.8 97.5–98.3; 91.3–94.5 [154]

80–10,000 ng mL−1 0.2 ng 79.55 ng mL−1 1.7–4.5 2.5–3.5 – [155]
0.05–5 �g mL−1 30 ng mL−1 – 0.43–1.02 0.3–0.7 98.8–101.4 [156]
250–5000 ng mL−1 – 25 ng mL−1 4.2–7.8 2.4–7.1 79.6–92.8 [157]
50–5000 ng mL−1 – 50 ng mL−1 4.4–19.2 3.6–7.9 97.9–101.1 [157]
0.5–10 �g mL−1 – – 2.6–7.2 3.6–6.6 91.5–96.2 [158]
0.5–100 �g mL−1 – – – 99.23–100.13 (<0.97) [159]
50–150 �g L−1 0.3 �g L−1 – – 100.12–100.77 [160]
10–100 �g mL−1 0.09 ppm – – 101.38 (0.775) [161]
0.016–0.165 mg mL−1 – 5.8 �g mL−1 0.05–0.20 97.98–102.14 [162]
10–50 �g mL−1 – – 0.0047 100.67 [163]
10–2000 ng mL−1 – 10 ng mL−1 2.1–6.3 2.0–9.2 97.8 [164]

TLC 100–900 ng 60 ng 100 ng – 100.11–102.89 [166]
0.0607–0.1822 mg mL−1 – – – 98.0–102.0 [167]
20–200 ng �L−1 0.26 ng �L−1 – – 99.76–100.27 (0.4–1.36) [168]
1–2.8 �g mL−1 – – – 99.92–100.31 (0.568–1.111) [169]
– 0.1 mg L−1 – 2.8–4.5 4.8–8.5 99.0 (8.0) [170]

GC – 4 ppm – – 99.21–100.2 [152]
CZE 40–500 �M 20 �M – <5.0% > 95.0 [46]

1.1 × 10−4 to
2.2 × 10−5 M

2.21 × 10−6 M 6.69 × 10−6 M 1.98–2.29 2.05–2.86 99.6 (1.59) [174]

Spectrophotometry 5–40 �g per sample 0.99 �g per
sample

3.32 �g per
sample

1.7 <2.2 97.66–102.69 [175]

0.1–7.5 �g mL−1 0.075 �g mL−1 0.251 �g mL−1 – 99.6–100.3 (0.25–0.3) [178]
0.4–12 �g mL−1 0.214 �g mL−1 0.714 �g mL−1 – 99.6–100.2 (0.18–0.25) [178]
10–50 �g mL−1 0.46 �g mL−1 1.04 �g mL−1 – – [180]
2–90 �g mL−1 0.5 �g mL−1 2 �g mL−1 – 99.89 (2.04) [181]
2–50 �g mL−1 1 �g mL−1 2 �g mL−1 – 99.96 (2.97) [181]

Voltammetry 3.85 × 10−7 to
3.32 × 10−9 M

1.33 × 10−9 M 4.43 × 10−9 M 0.3–0.6 98.6–105.0 [182]

1 × 10−5 to
1 × 10−7 M

5 × 10−8 M – – 96.4–105.0 [183]

−2 −7 –

–
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Potentiometry 1 × 10 to
1 × 10−6 M

3.2 × 10 M

FIA 3 × 10−4 to
5 × 10−5 M

3.1 × 10−6 M

etermination of meloxicam by separation methods was carried
ut using in the first place HPLC with UV [30,89,99–110] or MS

etection [40,111–116]. The LC-chromatographic conditions for
etermination of meloxicam are presented in Table 1. Meloxicam
as determined in the presence of its alkaline degradation prod-
cts on TLC silica gel F254 plates using: chloroform + n-hexane + 96%
cetic acid (18 + 1 + 1, v/v/v) as a mobile phase. Densitometric detec-

t
u
o
(
t

– 98.64–98.71 [186]

– 99.1–102.8 (0.4–1.1) [187]

ion was performed at � = 364 nm [89]. TLC densitometric method
t 365 nm was described for the determination of meloxicam and

etracaine hydrochloride in the presence of their degradation prod-
cts [117]. Oxicams have been separated by videodensitometric TLC
n silica and silanized gels with toluene + acetic acid + methanol
11 + 1 + 0.5, v/v/v) as mobile phase. The compounds were iden-
ified by UV at � = 254 nm [118]. A CE using 20% acetonitrile as
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nionic surfactant with UV detection at � = 200 nm was described.
hese separations were performed in an uncoated fused-silica cap-
llary (40.2 cm × 50 �m) at 25 ◦C in Tris-buffer (10 mM, pH 11) with
odium octanesulphonate (60 mM) [119]. Nemutlu and Kir used CZE
or the determination of meloxicam in tablets after extraction to

ethanol with diode array detection (DAD) at 205 nm [120].
Meloxicam was determined using UV-VIS spectrophotomet-

ic [90,91,101,109,117,121,122] and spectrofluorimetric methods
90,91,122]. The spectrophotometric methods are presented in
able 2. Hassan reported two methods: first based on the forma-
ion of an ion-association complex between the drug and 0.1%
afranin T in Kolthoff’s borax–phosphate buffer solution (pH 8)
nd absorption measurement at 518 nm; the second, based on the
D-values at 322–368 nm and 2D-values at 343.2–385.6 nm [122].
pectrophotometry methods based on a specific reaction between
eloxicam and 0.01% 2,3-dichloro-5,6-dicyano-p-benzoquinone

esulting in the formation of an orange red product (� = 455 nm)
nd between 0.1% basic methylene blue in phosphate buffer (pH 8)
ere described [109].

Flow-injection procedures with UV-detection were used
81,121,123,124]. FIA based on the formation of a green complex
etween meloxicam and Fe(III) (2:1) in methanol with UV–vis
etection (362 and 570 nm) are reported [121]. Liu et al. developed
he flow-injection chemiluminescence method based on the reac-
ion with N-bromosuccinimide in alkaline medium [124]. Voltam-

etric behavior of meloxicam was studied using direct current
ifferential pulse voltammetry, cyclic voltammetry and square-
ave cathodic adsorptive stripping voltammetry [125–129].

.4. Lornoxicam

Lornoxicam (chlorotenoxicam; 6-chloro-4-hydroxy-2-methyl-
-2-pyridyl-5H-thieno-[2,3-e]-1,2-thiazine-2-carboxamide-1,1-
ioxide) is a new non-steroidal drug of the oxicam class with
nalgesic, anti-inflammatory and antipyretic properties. It is
istinguished from established oxicams by a relatively short
limination half-life, which may be advantageous from a tolera-
ility standpoint. Lornoxicam and its metabolites strongly bind to
lasma albumin.

Pharmacopoeias do not provide any monograph for lornoxi-
am. Bibliography data indicate that the liquid chromatography
ethod with UV [30,34,89,130], coulometric [131] or MS detec-

ion [132] have been used for the determination of lornoxicam.
he LC-chromatographic parameters are presented in Table 1.
adhofer-Welte and Dittrich made research in plasma of human
nd laboratory animals. After addition of I.S., samples are acidi-
ed and extracted with dichloromethane via Extrelut-1 columns
r by solid-phase extraction using C18 SPE columns [130]. TLC-
ensitometry method was used to determine lornoxicam in the
resence of its alkaline degradation products on TLC F254 plates
ith ethyl acetate + methanol + 25% ammonia (17 + 3 + 0.35, v/v/v)

s mobile phase and detection at � = 380 nm [89]. Spectrophoto-
etric methods in VIS [91] and zero- and first-order derivative in
V [133] were reported. The spectrophotometric conditions for the
etermination of lornoxicam are presented in Table 2. Ghoneim
t al. described square-wave adsorptive stripping voltammetry
sing static mercury drop electrode (drop area: 0.017 cm2) with
n Ag/AgCl/KCl as reference electrode and a platinum wire as a
ounter electrode. Cathodic peak, corresponding to the reduction
f the adsorbed drug was observed at −1.028 V [134].
.5. Droxicam

Droxicam (5-methyl-3-(2-pyridyl)-2H,5H-oxazino(5,6-c)-1,2-
enzothiazine-4,4(3H)-dione-6,6-dioxide) is a new anti-inflamma-

a
m
c
t
p
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ory compound from the oxicam group, of remarkable gastroin-
estinal tolerance and potency.

Pharmacopoeias do not provide any monograph for droxicam.
here is only one analytical method available for this drug in the lit-
rature. Acuña et al. used TP and DPP with Ag/AgCl/KCl as reference
lectrode, a platinum wire as counter and a Metrohm 6.1230.010
apillary as working electrode. Determination was made in:
ethanol + Britton-Robinson aqueous buffer (0.1 M) (4 + 96, v/v) at

H 4–5 (linearity from 1 × 10−5 to 1 × 10−7 M; LOD = 2.8 × 10−8 M;
OQ = 9.3 × 10−8 M) [96].

.6. Isoxicam

Isoxicam (4-hydroxy-2-methyl-N-5-methyl-3-isoxolyl-2H-1,2-
enzothiazine-3-carboxamide-1,1-dioxide) is a potent long acting
nti-inflammatory agent from the oxicam group, highly effective in
elieving the symptoms of rheumatoid arthritis and degenerative
oint disease.

Pharmacopoeias do not provide any monograph for isoxicam.
n literature HPLC with UV-detection and capillary electrophoresis

ith diode array detection at 214, 254 and 280 nm were reported
135]. Bartsch et al. made analysis on HPTLC silica gel 60 F254 plates.
lates are prewashed before use with methanol + dichloromethane
1:1, v/v). Chloroform + 1-propanol + 96% acetic acid (9 + 0.5 + 0.5,
/v/v) was used as mobile phase. Densitometric detection at
= 280 nm was made [135]. Isoxicam is a substance frequently used

s I.S. in LC methods [16,30,34,40,101,132]. The LC-chromatographic
onditions are presented in Table 1.

.7. Nabumetone

Nabumetone (4-(6-methoxynaphthalen-2-yl)-butan-2-one) is
non-steroidal anti-inflammatory drug from a class of 2,6-

isubstitued naphthyl-alkanones and is almost devoid of activity
tself; the real action is exerted by its active metabolite 6-methoxy-
-naphthylacetic acid (6-MNA), which more strongly inhibits the
ction of COX-2 than that of COX-1. Being a pro-drug, and devoid of
he carboxylic group, nabumetone is not subject to the “ion trap”
ithin the stomach and duodenum, and 6-MNA does not enter the

nterohepatic circulation. This metabolite is almost entirely con-
ugated and only ≤1% of the active form is excreted with urine.
his causes that not only the alimentary tract but also kidneys
re relatively seldom damaged by nabumetone. By reason of such
peration, at first it exhibits anti-inflammatory action, only later
nalgesic one. The drug has proved to be effective in the treat-
ent of rheumatoidal arthritis, osteoarthritis and acute soft tissue

njuries. Nabumetone to a small extent affects platelet aggregation;
t can, however, induce chromosome aberration in lymphocytes
1–4].

The pharmacopoeal method for the determination of nabume-
one content is LC. The analytical procedure is as follows:
cetonitrile solutions are subjected to analysis on a column with
ase-deactivated octadecylsilyl silica gel (0.15 m × 4.6 mm, 4 �m)
s the stationary phase. Gradient elution is carried out using a
ixture of tetrahydrofuran + acetonitrile + 0.1% aqueous solution of

cetic acid in different proportions; the retention time of nabume-
one is about 11 min. As detector, a spectrophotometer at � = 254 nm
as used [9,10]. For the determination of nabumetone LC [136] with
V [137–140] or fluorimetric detection [138,141] was used. The LC-
hromatographic conditions for the determination of nabumetone

re presented in Table 1. Reddy et al. used two spectrophotometric
ethods for the determination of nabumetone in pharmaceuti-

al preparations and biological samples. The first was based on
he reaction with 3-methyl-2-benzothiazoline hydrazone in the
resence of ceric ammonium sulphate to form a pink complex
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� = 520 nm). The second method was based on the reaction with
erric chloride in the presence of potassium ferricyanide to form a
reen complex (� = 760 nm) [142]. The parameters of spectrophoto-
etric methods are presented in Table 2. FIA for the determination

f nabumetone were also used. Can et al. used solvent system of
thanol + water (30 + 70, v/v) and UV-detection at 228.8 nm [144].
ulgarin et al. developed a method based on obtaining a phospho-
escence signal using 0.2 M sodium dodecyl sulphate as micellar
gent, 0.25 M thallium(I) nitrate (TlNO3) as heavy atom and 0.25 M
odium sulphite (Na2SO3) as deoxygenator agent. This technique
MS-RTP; micelle-stabilized room temperature phosphorescence)
as been used in combination with the stopped-flow mixing tech-
ique [145]. Altun et al. described voltammetric techniques (CV,
PP, and OSW) in pH 3.7 acetate buffer [146].

.8. Nimesulide

Nimesulide (N-(4-nitro-2-phenoxyphenyl)-methane-sulpho-
amide) is a relatively new non-steroidal anti-inflammatory drug
ith analgesic and antipyretic properties, that does not induce

astrointestinal ulceration. Nimesulide is a methanesulphonic
cid anilide derivative. In the aromatic ring, phenoxylic group
aromatic ether) and nitric group are substituted. Its analgesic and
nti-inflammatory action does not fully depend on cyclooxygenase
nhibition. Nimesulide is a strong inhibitor of metalloproteases,
nzymes that along with free radicals account for matrix decom-
osition of the articular molecule in the degenerative process. It
lso exerts indirect inhibiting effect on A2 phospholipase. Showing

good tolerability with a lower incidence of gastrointestinal
roblems nimesulide is currently administered in the treatment
f several different pathologies. Its application is found in the
reatment of chronic rheumatoid arthritis or osteoarthritis, inflam-

ation of genitourinary system, otorhinolaryngological diseases,
dontostomatological practice and in postoperative pain. Nime-
ulide is almost completely transformed to 4-hydroxynimesulide in
oth free and conjugated forms and this metabolite appears to con-
ribute to the anti-inflammatory activity of the compound [1–4].

For the determination of nimesulide content, pharmacopoeia
ecommends potentiometric titration in water–acetone (30:20,
/v) using 0.1 M sodium hydroxide as a titrate [9]. For the
etermination of nimesulide in drugs and biological samples
eparation (about 65%), spectrophotometric (about 26%) and
lectroanalytical (about 9%) methods are used. Most of all the
pplications, HPLC with spectrophotometry [110,139,147–163],
S [29,164] and electrochemical detection [165] was described.

he LC-chromatographic analytical parameters are presented in
able 1. Carini et al. detected nimesulide and metabolites in
uman urine by HPLC and TLC–MS. TLC analysis was per-

ormed on Kieselgel GF 254 nm plates using two mobile phases:
oluene + ethylformate + formic acid (50 + 40 + 10, v/v/v) (first run)
nd toluene + ethylacetate + isopropanol + 25% ammonium hydrox-
de (30 + 30 + 30 + 10, v/v/v/v) (second run). Plates were visualized
nder UV light (254 nm) and after spraying with the mixtures:
% FeCl3 in 2 M HCl and 1% aqueous potassium ferricyanide, or
% sodium nitrite in 1 M HCl followed by 0.2% �-naphtol in 1 M
aOH. The metabolites were extracted from silica gel plates with
ethanol and the extract subjected to EI MS. Electron impact (EI)
ass spectra of nimesulide shows a [M]+ at m/z 308 [150]. TLC was

sed in analysis of drugs containing nimesulide [152,153,166–169].
LC-densitometry (at � = 310 nm) was applied in pharmacokinetic

tudies, to analyse nimesulide (Rf ≈ 0.5025) on silica gel 60 F254
lates with toluene + acetone (100 + 10, v/v) as mobile phase [170]
nd also for its determination in human plasma with a single-stage
xtraction procedure without the use of an I.S. [171]. Nimesulide
nd its metabolites were detected in a blood and urine samples

[
t
s
a
f
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y TLC. They were identified as resulting from the reduction of
he nitro group on nimesulide to an amino group [172]. Syed
t al. used GC on stainless steel OV-17 on 125–150 mesh Chro-
osorb (3 m × 2 mm) column (19,536 theoretical plates/m) [152].
MEKC for the analysis of nimesulide in electrolyte composed

f 35 mM borate buffer and 35 mM of anionic detergent SDS (pH
.75) + acetonitrile (95 + 5, v/v) was reported. Detection at 234 nm
sing a DAD was made [173]. A CZE was also reported. The separa-
ion was run using borate buffer (60 mM L−1, pH 8.5) containing
3% of methanol (v/v), at 20 kV and detection at 200 nm [46].
ogrukol-Ak et al. presented separation using electrolyte of 10 mM
orate buffer containing 10% ethanol (v/v) (pH 8.1) and detection
t 200 nm [174].

For the analysis of nimesulide spectrophotometric methods
ere also frequently used following derivatisation to a colored

hromogen [175–179] or in UV [180] and using second order
erivative UV spectrophotometry [181]. The spectrophotometric
ethods for determination of nimesulide are presented in Table 2.
imesulide content was determined by AdCSV with hanging drop
orking electrode, an Ag/AgCl as the reference and a platinum wire

s auxiliary electrodes at −0.33 V [182]. For determination of nime-
ulide in human serum Wang et al. used CNTs (carbon nanotubes)
ith cysteic acid and electrochemical oxidation of l-cysteine to

orm a novel composite thin film material at a glassy carbon elec-
rode (GCE) for differential pulse voltammetry [183]. Polarographic

ethods have been developed for the analysis of drugs contain-
ng nimesulide [184,185]. Kumar et al. described potentiometric

ethod in the pH range of 5–8. The electrochemical cell: satu-
ated calomel electrode/internal filling solution (1 × 10−1 M NaCl
olution + 1 × 10−3 M drug solution in methanol)/PVC membrane
est solution/KCl salt bridge//saturated calomel electrode was used
186]. Catarino et al. developed a new flow-injection system. The
njector–commutator besides functioning as an injector device for
he sample plugs, allowed the movement of the tubular voltam-

etric detector between the two flow channels of the manifold.
nalytical signal was obtained in potential 1.2 V in the case of nime-
ulide [187].

. Simultaneous determination of analyzed drugs

Besides the analytical methods for single components, some of
he simultaneous determinations are also included in this review.
xicams, nabumetone and nimesulide were simultaneously deter-
ined by LC–UV [29,30,32–34,89,110,139,160,161,163], LC–MS

29,38–40], TLC-densitometry [89,167], CZE [46], spectrophotome-
ry UV–vis [49,51,52,90,91], spectrofluorimetry [61,90,91], FIA [81]
nd electrochemical methods [51,66,68,71,74,75,96].

LC with UV and fluorimetry detection was used for determina-
ion of 12 non-steroidal drugs (naproxen, indomethacin, sulindac,
iroxicam, loxoprofen, ketoprofen, felbinac, fenbufen, flurbiprofen,
iclofenac, ibuprofen and mefenamic acid) in human urine [28];
aproxen, ketoprofen, ibuprofen, diclofenac, piroxicam, nimesulide
nd paracetamol in homeopathic preparations [29]; piroxicam,
efenamic acid, salicylic acid and acetylsalicylic acid in human

erum [35]; meloxicam and pyridinol mesylate [108]; clobutinol
ydrochloride together with diclofenac, meloxicam and nimesulide

n urine [110]; naproxen, nabumetone and its major metabolite
n human urine [138]; ketoprofen, fenbufen, sulindac, probenecid,
abumetone and indomethacin [140]; etoricoxib, salicylic acid,
aldecoxib, ketoprofen, nimesulide and celecoxib in human plasma

151]; nimesulide and chlorzaxazone in pharmaceuticals [160] and
izanide and nimesulide in tablets [161,163]. By LC–MS–MS, acetyl-
alicylic acid, flunixin, phenylbutazone, tolfenamic acid, meloxicam
nd ketoprofen [111] and meloxicam, flunixin meglumine, carpro-
en and tolfenamic acid [115] have been analyzed. Micellar liquid
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hromatography was used to determine acemethacin, diclofenac,
ndomethacin, ketoprofen, nabumetone, naproxen, piketoprofen
nd tolmentin in pharmaceutical preparations [136]. Meloxicam
nd tetracaine hydrochloride [117] and paracetamol, chlorzaxa-
one and nimesulide [167] were determined by TLC-densitometry.
apillary electrophoresis was reported for the determination
f sulindac, ketoprofen, indomethacin, piroxicam, nimesulide,
buprofen, naproxen [46]; meloxicam, rofecoxib and celecoxib
119]; nimesulide and valdecoxib [173] and for simultaneous analy-
is of 13 NSAIDs at 36 ◦C (niflumic acid, flufenamic acid, piroxicam,
lclofenac, tiaprofenic acid, flurbiprofen, suprofen, ketoprofen,
aproxen, indomethacin, carprofen, indoprofen and sulindac) and
1 NSAIDs at 25 ◦C in nonaqueous electrolyte made of 50 mM
mmonium acetate + 13.75 mM ammonia in methanol [44].

Spectrophotometry (conventional and derivative mode) was
pplied for the analysis of piroxicam in the presence of vitamin
6, B2 and dexamethasone sodium phosphate [47]; promethazine,
hlorhexidine, benzydamine, ketoprofen, ibuprofen, fentiazac,
iroxicam, fluorouracil, crotamiton and hydrocortisone acetate in
ream components [48]; amoxicillin, ciprofloxacin and piroxicam
fter oxidation by Fe(III) present in 1,10-phenanthroline or 2,2′-
ipyridyl [53]; propranolol hydrochloride and piroxicam with ceric
mmonium sulphate in acidic medium [54]; meloxicam, tetracaine
ydrochloride and their degradation products [117]. Simultaneous
etermination of piroxicam and pyridoxine (vitamin B6) by spec-
rofluorimetry was reported [64].

Voltammetric determination of indomethacin, acemethacin,
iroxicam and tenoxicam was reported [66]. Catarino et al. used FIA
ith amperometric detection for the determination of nimesulide

nd diltiazem [187].

. Validation of the methods

Validation of a method is the planned and documented
rocedure to establish its performance characteristics. Typical
arameters that characterize each analytical method include selec-
ivity, specificity, range, linearity, accuracy (recovery), detection
imit (LOD), quantitation limit (LOQ), precision (repeatability and
eproducibility), robustness and ruggedness [8]. They define what
he method can do under optimized conditions of matrix solution,
nalyte isolation, instrumental settings and other experimental fea-
ures.

The analytical procedures presented in this review have been
alidated in terms of basic parameters, i.e. linearity, LOD, LOQ, pre-
ision and recovery. Validation parameters of the methods used
or the determination of oxicams, nimesulide and nabumetone are
resented in Table 3. The data obtained makes it possible to choose
he proper analytical procedure, adopted to the kind of sample
pharmaceutical preparations, biological matrices), method of the
etermination or detection. Comparing validation parameters of
lready researched methods, it can be concluded which one of them
s more sensitive (low LOD and LOQ values), accurate (precision and
ecovery) and allows markings in a broad linearity scope.

. Conclusions

This review presents analytical methods applied for the deter-
ination of oxicams as well as nimesulide and nabumetone

etween 1990 and 2008. A great number of studies on piroxicam,
enoxicam, meloxicam or nimesulide can be noted, whereas for

roxicam, isoxicam or nabumetone there are only a few. Among
ll of the published methods, liquid chromatography with UV–vis
r MS–MS detection is the most popular technique which is used
oth for the analysis of pharmaceutical preparations and biologi-
al material. It is applied not only for the determination of active
77 (2009) 925–942

omponents, purity and stability studies, but also for pharma-
okinetic analysis. Other chromatographic methods, i.e. TLC, GC,
re not so popular. Another technique used for mixture com-
onents separation is electrophoresis, in which after separation,
he individual components can be analysed in the buffer solution
sing a spectrophotometric or electrochemical detector. Modifi-
ations in the design of capillaries or the buffers used, combined
ith modern detection techniques allow for further development

f these techniques and more and more widespread use thereof
n the analysis. Spectrophotometric methods in UV–vis (classical
nd for consecutive derivatives) as well as fluorimetric are also
uite common, being most frequently used for quantification or
onfirmation of substance identity. Despite wide availability of
he equipment, their use is however still limited, especially with

complicated matrix. Various voltamperometric techniques are
ecoming more and more popular especially because they allow
btaining correct results with great accuracy and sensitivity. The
tage of preliminary concentration enables determination within
he concentration range of 10−5 to 10−8 M. A permanent place in
he analysis is occupied by classical methods, i.e. potentiometry
nd coulometry, with the use of different modified indicator elec-
rodes, although they are used very rarely. Automation of some
tages in the analytical procedure as well as combining many meth-
ds increase the potential of analysis and detection of components
nd lead to the development of new methods, e.g. flow-injection
nalysis, and modification of those already used. The ultimate goal
s to obtain results with more and more precision and accuracy
nd at increasingly lower concentration levels of the substances
eing determined. This also facilitates the course of analysis by
educing the impact of the matrix, without prior labour-consuming
reparation of the samples (especially the biological ones).
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a b s t r a c t

An electrochemical breast cancer biosensor based on a chitosan-co-polyaniline (CHIT-co-PANI) copoly-
mer coated onto indium–tin-oxide (ITO) was fabricated by immobilizing the complementary DNA (cDNA)
probe (42 bases long) associated with the breast cancer susceptible gene BRCA1. Both the CHIT-co-PANI/ITO
and the cDNA/CHIT-co-PANI/ITO electrodes were characterized with Fourier transform infrared (FTIR)
vailable online 7 September 2008

eywords:
hitosan-co-polyaniline
reast cancer detection

spectroscopy, atomic force microscopy (AFM), cyclic voltammetry (CV) and electrochemical impedance
spectroscopy (EIS). For the cDNA/CHIT-co-PANI/ITO electrode, the amperometric current decreased lin-
early with an increasing logarithm of molar concentration of the single-stranded target DNA (ssDNA)
within the range of 0.05–25 fmol. The bioelectrode exhibited a sensitivity of 2.104 �A/fmol with a response

IT-co-

q
t

i
s
r
i
t
m
t
(
t

d
r
s
a
w
[

DNA immobilization
lectrochemical biosensor

time of 16 s. The cDNA/CH
at room temperature.

. Introduction

Breast cancer starts in the breast cells of men and women.
orldwide, breast cancer is the second most common type of

ancer and the second-leading cause of cancer death in women.
lthough considerable advancements have been made in detection
nd treatment in recent years, the majority of breast cancers are
till detected in their last stage of advancement [1,2].

The advent of gene technology provides the hope of discovering
ovel biological sensors for early breast cancer detection, disease
iagnosis, prognostication, and predicting responses to therapy.
bnormalities in the expression of specific genes have been linked

o a huge and increasing number of diseases, including cancers.
pecific genetic mutations occur in the cancerous breast cells that
cquire mutations in the oncogenes and tumor suppressor genes
3].

Most breast cancers have gene mutations; thus, gene expres-
ion sensing is a promising technique for early detection. However,
he existing nucleic acid detection techniques, including North-

rn blotting [4], ribonuclease protection assays [5], and reverse
ranscription-polymerase chain reaction (RT-PCR) [6,7] have lim-
tations, including low sensitivity, poor selectivity and nonlinearity
o the target strength [8]. These limitations affect the precision and
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PANI/ITO electrode had a shelf life of about six months, even when stored

© 2008 Elsevier B.V. All rights reserved.

uality of the biosensor and often provide distorted information on
he gene expression for the breast carcinoma.

In order to rapidly detect primary-stage breast carcinoma, there
s a significant need for low-cost, sensitive, and selective biosen-
ors. In recent years, electrochemical nucleic acid biosensors have
eceived much attention due to their rapid response, high sensitiv-
ty, and inherent selectivity [9–11]. The electrochemical detection
echnique provides a simple, accurate, and inexpensive platform for

olecular detection. This approach is promising for the early detec-
ion of breast carcinoma using a breast cancer susceptible gene-1
BRCA1; 5592 bp) specific cDNA probe (synthesized from mRNA of
he cancerous breast tissue using RT-PCR) [12].

The performance of electrochemical biosensors generally
epends on the physico-chemical properties of the electrode mate-
ials, as well as the sensing element immobilized over the electrode
urface [13]. Most of the reported electrochemical biosensors must
pply a high positive charge potential on the working electrode,
hich minimizes the interference effects from the reducing species

14].
Chitosan (CHIT) is a moderately inexpensive and stable elec-

roactive material that allows for mass-production of biosensors.
t is one of the most widely used biopolymers for sensor applica-
ions due to its nontoxic nature, excellent film forming ability, good
echanical strength, high permeability, and cost-effectiveness
15]. CHIT is a non-conducting biomaterial; however, it has an
xcellent biocompatible property that favors the immobilization of
iomolecules over its surface [16]. The surface immobilization and
rotection of the biosensing element, i.e., the ssDNA or cDNA probe,
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s one of the key challenges for fabricating a highly sensitive DNA
iosensor [17–20]. It was also reported that modifying CHIT with
onducting polymers such as polyaniline (PANI) improves its redox
roperties that influence the electron-transfer kinetics during the
ourse of electrochemical detection [21,22].

PANI is a unique polymer whose variable conductivity can be
ontrolled by the protonation of the imine sites on the main poly-
er chain [23]. Although pure PANI is not compatible for the

enetical specimens, its composites usually provide a sustainable
atrix for the biological molecules [24]. It was reported that the

ensitivity and selectivity of PANI to genetical substances such as
NA, mRNA, and nucleic acids can be improved through copoly-
erization with polymers that have a variety of functional groups

uch as –OH, –NH2, –COOH, and acetyl [25–28]. Thus, CHIT-co-PANI
as been investigated as a promising sensing electrode for the early
etection of breast carcinoma.

During this study, cDNA probe sequences associated with the
reast cancer gene BRCA1 was immobilized onto the surface of a
HIT-co-PANI/ITO electrode. Using this electrode, the ssDNA was
lectrochemically detected by a change in current due to DNA
ybridization. The advantageous features of this biosensor include a

ow price, ease of preparation, high sensitivity, and good selectivity.

. Experimental

Aniline (Aldrich, 99.5%) and CHIT (Aldrich, >85% deacetylated)
ere used without further purification. All solutions were prepared
ith 18.2 M� deionized water. Indium–tin-oxide (ITO) coated glass

Balzers) sheets with a resistance of 15 �/cm were used as sub-
trates for the deposition of CHIT-co-PANI copolymer electrodes.

The breast cancer specimens were obtained from a woman
ndergoing surgery for primary breast cancer. The breast tumor
issues were stored in liquid nitrogen immediately after surgical
esection, transported to the laboratory, and then stored at −70 ◦C
ntil mRNA extractions were performed.

.1. Preparation of CHIT solution
To prepare the CHIT solution, 1.0 g of CHIT flakes was dis-
olved into 100 mL of 1.0% acetic acid. The resulting mixture was
tirred for 3 h at room temperature until the CHIT flakes were com-
letely dissolved. The CHIT solution was stored in a refrigerator at
◦C.

N
c
a
r
t
(

ig. 1. Schematic presentation of the (a) fabrication of CHIT-co-PANI/ITO electrode; (b) imm
f the ssDNA onto cDNA/CHIT-co-PANI/ITO electrode.
7 (2009) 1217–1222

.2. Fabrication of CHIT-co-PANI/ITO electrode

Aniline (150 �L) and 1.0% CHIT solution (85 �L) were mixed
ith 10 mL of 0.5 M HCl in an electrochemical cell and the mix-

ure was ultrasonically agitated for about 4 h. The CHIT-co-PANI was
hronoamperometrically synthesized onto an ITO coated glass sur-
ace using a three-electrode assembly with the ITO glass as working,
latinum as counter, and Ag/AgCl as reference electrodes at a poten-
ial of 0.9 V and a duration of 240 s.

.3. mRNA isolation and cDNA preparation

The mRNA of the breast tumor tissues was extracted by homog-
nization in Trizol reagent (Invitrogen), and cDNA was prepared
sing oligo(dT) primer (Boehringer Mannheim) with SuperscriptTM

I reverse transcriptase (Invitrogen) for 50 min at 42 ◦C [29].
The following sequences of the primers were designed

y PCR using SuperScriptTM II: target DNA: 5′ AGCTCGCT-
AGACTTCCTGGATCC CCCACAGCCGACTACTGA 3′; probe cDNA:
′ TCGAGCGACTCTGAAGGACCTAGG GGGTGTCGGCTGATGACT 3′;
ismatch DNA: 5′ AGCACGCTGAGACTTGCTGGA TCCCCCTCAGCC-
ACTACAGA 3′.

.4. Immobilization of cDNA probe onto CHIT-co-PANI/ITO
lectrode

The CHIT-co-PANI/ITO electrode was upturned and 15 �L of
DNA probe (350 nmol) was pipetted over the electrode surface and
ept at room temperature for 5 h. The resulting cDNA probed CHIT-
o-PANI/ITO bioelectrode was thoroughly washed with water and
insed with a phosphate buffer solution (PBS) of pH 7.0 to rinse off
ny loosely bound cDNA from the electrode (Fig. 1).

.5. Hybridization of cDNA onto CHIT-co-PANI/ITO electrode

The hybridization reaction was carried out by pipetting 15 �L
f buffer containing 10 mM Tris–HCl, 1.0 mM EDTA, and 0.10 M

aCl on the surface of the electrode hold with a different molar
oncentration of the ssDNA. The resulting electrode was kept
t 42 ◦C for 50 min, and then washed with PBS of pH 7.0 to
emove the unhybridized ssDNA over the CHIT-co-PANI/ITO elec-
rode. A similar procedure was adopted for the mismatched ssDNA
Fig. 1).

obilization of cDNA (BRCA1) over CHIT-co-PANI/ITO electrode; and (c) hybridization
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.6. Electrochemical detection

The electrochemical detection was performed by cyclic voltam-
etry (CV) with a three-electrode cell configuration comprising
g/AgCl as a reference electrode, platinum foil as a counter elec-

rode, and cDNA/CHIT-co-PANI/ITO as a working electrode in PBS of
H 7.0 containing 5 mM Fe(CN)6

3−/4− at 30 mV s−1 scan rate.

.7. Characterization

Electrochemical measurements of the electrodes were carried
ut on a potentiostat/glavanostat (Princeton Applied Research, 273
) unit with three electrodes in PBS of pH 7.0. The working electrode
as one of the following three electrodes fabricated: CHIT-co-

ANI/ITO; cDNA/CHIT-co-PANI/ITO; and target DNA hybridized
HIT-co-PANI/ITO. Platinum foil and Ag/AgCl were used as the
ounter and reference electrodes, respectively. Fourier transform
nfrared (FTIR) spectra were recorded on a PerkinElmer, Spectrum
X II spectrophotometer. The surface topology of the electrodes was
tudied using atomic force microscopy (AFM) (Veeco DICP2) under
he tapping mode. All measurements were carried out at 25 ◦C.
Fig. 3. AFM micrographs of the (a) CHIT-co-PANI/ITO
ig. 2. FTIR spectra of the (a) CHIT-co-PANI/ITO and (b) cDNA/CHIT-co-PANI/ITO
lectrodes.

. Results and discussion

During the electrochemical copolymerization, the aniline
onomer initially became protonate with HCl and propagated to

orm an intermediate called PANI radical cation [30].

PANI radical cation simultaneously generated CHIT macro radi-
als by the abstraction of hydrogen from the –OH and –NH2 groups
f the CHIT macromolecules [21].
and (b) cDNA/CHIT-co-PANI/ITO electrodes.
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Fig. 4 shows the electrochemical characteristics of bare,
cDNA immobilized, and DNA hybridized CHIT-co-PANI/ITO elec-
trodes. The CHIT-co-PANI/ITO electrodes illustrated admirable
electrochemical performance. It was observed that the CHIT-co-
220 A. Tiwari, S. Gong / Ta

The PANI cation radicals and CHIT macro radicals then copoly-
erized and yielded CHIT-co-PANI.

The FTIR spectrum of the CHIT-co-PANI/ITO electrode (Fig. 2a)
llustrated the characteristic peaks of PANI, as well as CHIT
21]. The following key characteristic bands were observed:
1) 3110–3532 cm−1 (free O H stretching and N H stretching
ith hydrogen bonded secondary amino groups); (2) 3023 cm−1

aromatic C H stretching); 2926 and 2865 cm−1 (aliphatic C H
tretching); (3) 1636 cm−1 (C O stretching of carbonyl group,
ypical saccharide absorption); (4) 1588 cm−1 (C C stretching of
uinoid rings); (5) 1489 cm−1 (C C stretching vibration of ben-
enoid rings); and (6) 1248 cm−1 (C N stretching).

The absorption band of the N Q N bending vibration of
rotonated pure PANI was observed at 1238 cm−1, but shifted
o 1121 cm−1 in the CHIT-co-PANI copolymer due to the steric
ffect of CHIT [21]. The FTIR spectrum of the cDNA/CHIT-co-
ANI/ITO electrode (Fig. 2b) showed phosphate vibration at
226 cm−1 (accredited from phosphate backbone of immobilized
DNA) with the peaks broadening at (1) 3105–3364 cm−1 (addi-
ion of N H stretching vibration); (2) 2922–2863 cm−1; and (3)
632–1668 cm−1 due to the attachment of cDNA with the CHIT-
o-PANI matrix. Hence, FTIR spectra confirmed the immobilization

f cDNA onto the CHIT-co-PANI/ITO electrode.

The surface morphology of the electrodes was observed with
FM and is shown in Fig. 3. Both electrodes exhibited a relatively
ough surface topology, which may facilitate the immobilization
f cDNA in the case of the CHIT-co-PANI/ITO electrode and the

F
P
7

7 (2009) 1217–1222

ybridization of the target ssDNA in the case of cDNA/CHIT-co-
ANI/ITO electrode.
ig. 4. Cyclic voltammograms of the (a) CHIT-co-PANI/ITO; (b); cDNA/CHIT-co-
ANI/ITO and (c) DNA hybridized CHIT-co-PANI/ITO electrodes in PBS (50 mM, pH
.0, and 5 mM Fe(CN)6

3−/4−) at 30 mV s−1 scan rate.
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ig. 5. EIS of the (a) CHIT-co-PANI/ITO; (b) cDNA/CHIT-co-PANI/ITO; and (c)
NA hybridized CHIT-co-PANI/ITO electrodes in PBS (50 mM, pH 7.0, and 5 mM
e(CN)6

3−/4−).

ANI/ITO electrodes could enhance the electrochemical response
f Fe(CN)6

3−/4−, which could be attributed to PANI’s excellent elec-
ronic conductivity and CHIT’s strong ability to interact with the
egatively charged Fe(CN)6

3−/4− ions (due to the presence of –NH2
roups in CHIT) [31]. Among the three types of electrodes inves-
igated, the peak current of the cDNA/CHIT-co-PANI/ITO electrode
as the highest while that of the DNA hybridized CHIT-co-PANI/ITO

lectrode was the lowest. The increase in the peak current observed
ith the cDNA/CHIT-co-PANI/ITO electrode was attributed to the
rompt redox behavior of cDNA [32]. The decrease in the peak
urrent measured with the DNA hybridized CHIT-co-PANI/ITO elec-
rode may be related to the electrostatic repulsion between the
olyanionic hybridized DNA on the CHIT-co-PANI/ITO electrode and
he anionic redox couple ions [33].

Electrochemical impedance spectroscopy (EIS) is an excellent
echnique to study the interfacial properties of surface modified
lectrodes [34,35]. In EIS, the total impedance is measured by var-
ous parameters, including solution resistance (Rs), double layer
apacitance (Cdl), charge transfer resistance (RCT) and Warburg
oefficient (Zw). The Rs and Zw are usually not affected by the bio-
hemical reactions that occur at the electrode interface; however,
oth Cdl and RCT vary with the interfacial electron-transfer resis-
ances at the electrode–solution interfaces [36]. Fig. 5 shows EIS
s Nyquist plot (−Z′ vs. Z′) of the CHIT-co-PANI, cDNA/CHIT-co-
ANI, and ssDNA hybridized CHIT-co-PANI electrodes using 5 mM
Fe(CN)6]4−/3− as marker ions at EIS frequency from 0.1 Hz to
0 kHz. The Nyquist plot consisted of two steps: first a semicir-
le and then a straight line. The semicircle diameter of the EIS
pectra provides the RCT value that reveals the electron-transfer
inetics of the redox probe at the electrode interface, while the
traight line is a typical characteristic of a diffusion limit step. The
CT values for the CHIT-co-PANI, cDNA/CHIT-co-PANI, and ssDNA
ybridized cDNA/CHIT-co-PANI electrodes were 2.41 k� (curve a),
.37 k� (curve b), and 4.16 k� (curve c), respectively. The relatively
ow RCT value observed with the CHIT-co-PANI electrode indicates
hat the CHIT-co-PANI copolymer matrix could have an excellent
bility to carry the charge over the electrode surface. In addition,
he lower RCT value observed with the cDNA/CHIT-co-PANI elec-
rode indicates that immobilizing cDNA on the CHIT-co-PANI/ITO

lectrode enhanced the electron transfer between the electrode and
olution.

Fig. 6 shows the calibration curve of the peak current measured
ith CV using the cDNA/CHIT-co-PANI/ITO electrode at varying
olar concentrations of the ssDNA ranging from 0.05 to 25 fmol.

c
t
a
s
o

ig. 6. Steady-state current dependence calibration curve of the biosensor
cDNA/CHIT-co-PANI/ITO) to logarithm of molar concentration of the single-
tranded target DNA. Working conditions: supporting electrolyte: PBS 50 mM, pH
.0, and 5 mM Fe(CN)6

3−/4− at potential 0.32 V vs. Ag/AgCl.

t was found that the peak oxidation current observed at about
.32 V decreased with an increasing concentration of the target
sDNA until 25 fmol, beyond which the peak oxidation current
emained as a constant. In fact, as shown in Fig. 6, the peak oxidation
urrent decreased linearly with an increasing logarithm of ssDNA
olar concentration within the range of 0.05–25 fmol. This result

ndicates that binding of cDNA with the ssDNA at the cDNA/CHIT-
o-PANI/ITO electrode surface had occurred. Moreover, it shows
hat 25 fmol of ssDNA is sufficient to saturate the cDNA immobilized
HIT-co-PANI/ITO electrode surface, and 0.05 fmol was detection

imit of the biosensor. The sensitivity of the cDNA/CHIT-co-PANI/ITO
ioelectrode measured was 2.104 �A/fmol and it responded in 16 s.

n addition, the surface concentration of the ionic species on the
DNA/CHIT-co-PANI/ITO was 6.072 mmol/cm2, calculated by mea-
uring the oxidation current of CV at different scan rates.

The selectivity of the biosensor was investigated by the
ybridization of the cDNA immobilized CHIT-co-PANI/ITO bioelec-
rode with one-base-mismatch ssDNA sequences. After incubation
ith the mismatched ssDNA sequence, the bioelectrode showed a
egligible decrease in the peak oxidation current at 0.32 V, indicat-

ng that the biosensor had good selectivity only for the ssDNA.
The reproducibility of the biosensor was measured with

15 fmol ssDNA sequence. The response currents with seven
DNA/CHIT-co-PANI/ITO electrodes fabricated under similar con-
itions were 2.78, 2.80, 2.78, 2.76, 2.80, 2.81 and 2.78 (×10−4 A).
he seven cDNA/CHIT-co-PANI/ITO electrodes had an average cur-
ent response of 2.79 × 10−4 A with a standard deviation of ±0.02.
hus, the biosensor showed excellent reproducibility.

The shelf life of the cDNA/CHIT-co-PANI/ITO bioelectrode was
etermined by measuring the current at an interval of seven days
or up to six months. The amperometric current decreased slowly
ith an increase in time. The decrease in current measured about

% after the cDNA/CHIT-co-PANI/ITO electrode was stored at room
emperature for six months.

. Conclusions

The cDNA of the breast cancer susceptible gene (BRCA1) was
mmobilized onto the CHIT-co-PANI/ITO electrode. The cDNA/CHIT-

o-PANI/ITO bioelectrode was employed for the hybridization of
he ssDNA, which had a detection limit of 0.05 fmol and showed
n excellent sensitivity and reproducibility. The voltammetric sen-
itivity of the biosensor was 2.104 �A/fmol. In the presence of
ne-base-mismatched DNA, the amperometric response of the
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DNA/CHIT-co-PANI/ITO bioelectrode for the ssDNA was barely
ffected. Current efforts aim to exploit the cDNA/CHIT-co-PANI/ITO
lectrode for the efficient and precise detection of breast carcinoma
t its early stage.
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a b s t r a c t

In-hospital deaths caused by the infection of methicillin-resistant Staphylococcus aureus (MRSA) are on the
increase worldwide. Teicoplanin is a potent glycopeptide antibiotic against MRSA. A rapid and cost-saving
micellar electrokinetic chromatography (MEKC) method combined with solid phase extraction (SPE) was
developed and then validated to quantify teicoplanin in patient serum in this work. The method includes
the following steps: (1) pretreatment of the serum samples with 10 M urea to denature proteins, (2) appli-
cation of SPE by using an OASIS HLB cartridge to clean up and concentrate the serum samples, and (3) use
of MEKC for sample analysis. Under the optimized conditions, the SPE recovery of teicoplanin is higher
than 90%. The six major components of teicoplanin could be baseline-separated from one another and
endogenous materials in 12 min with a background electrolyte composed of 20 mM sodium tetraborate
buffer pH 8.8, 40 mM sodium dodecyl sulfate, and 11% (v/v) ACN. The relative standard deviation (R.S.D.)
of the peak area ratios for method repeatability (n = 6) and intermediate precision (inter-day, n = 3) were

found to be lower than 4.18% and 5.30%, respectively. The calibration curves were linear between the
chromatographic response and total teicoplanin concentration over the range of 5 �g/mL to 55 �g/mL.
Limit of detection (LOD) for each of the six components was found to be lower than 0.06 �g/mL. Pear-
son’s correlation revealed that a good correlation (r = 0.98) was obtained between the SPE–MEKC method
and the fluorescence polarization immunoassay (FPIA) method. The developed method can be used to

serum
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quantitatively determine
research.

. Introduction

Staphylococcus aureus is a major cause of serious hospital- and
ommunity-acquired infections. Compared to patients infected
ith methicillin-susceptible S. aureus (MSSA), those infected with
ethicillin-resistant S. aureus (MRSA) tend to have higher mortality

ate, longer hospital stays, and higher hospital charges [1]. A recent
esearch in the JAMA (Journal of the American Medical Associa-
ion) showed that, in 2005, an estimate of 18,650 in-hospital deaths
ere due to invasive MRSA infections in the United States [2]. The
mergence of MRSA is one of the most important aspects of noso-
omial infections in the last two decades worldwide. Teicoplanin is
glycopeptide antibiotic having good activity against MRSA [3].

ased on the data sheet of the ABPI (Association of the British
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harmaceutical Industry), it is recommended that the steady-state
rough concentrations of teicoplanin should be kept above 10 mg/L
n serious infections [4]. In addition, for optimal monotherapy of S.
ureus-incited endocarditis, the maintaining of a minimal trough
oncentration of teicoplanin above 20 mg/L has also been sug-
ested. When patients are undergoing treatment with teicoplanin,
t is important to monitor their blood teicoplanin concentrations
o ensure that safe and adequate therapeutic level be attained
4].

Teicoplanin has six major components: A3-1, A2-1, A2-2, A2-
, A2-4, and A2-5. These components are closely related but their
ntimicrobial activities against microbial species are different [5].
he chemical structures of the six major components are shown
n Fig. 1. Determination of teicoplanin in biological matrix has
een performed by microbiological assay, high performance liq-

id chromatography (HPLC) [6–12], and fluorescence polarization

mmunoassay (FPIA) methods [13–15]. The FPIA method is the ana-
ytical method most commonly used to determine teicoplanin in
erum samples. However, this method is costly and unable to deter-
ine the level of individual teicoplanin components. Bourget et al.
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Fig. 1. Chemical Structures of the six major compone

ompared the teicoplanin quantitation results obtained from FPIA
nd HPLC analysis and found that the FPIA method was not accurate
or the analysis of teicoplanin concentrations lower than 12 �g/mL
17]. They concluded that the HPLC method should be preferable
han FPIA in the assay of teicoplanin in pharmacokinetic studies
nd pharmacological research. Although more accurate, the HPLC
ethod is more time-consuming. It requires about an hour to com-

lete a single analysis. Mochizuki et al. recently developed an HPLC
ethod with electrochemical detection to analyze teicoplanin in

erebrospinal fluid. The method has great sensitivity, but the ana-

ytical time is still long (>60 min) [11].

Due to its high resolution, short analysis time and low
eagent and sample consumption, the capillary electrophoresis (CE)
ethod has become a powerful tool in pharmaceutical analysis.
ne study which used the CE method to analyze teicoplanin was

(
r
o

e

teicoplanin and the internal standard, theophylline.

eported [16]. However, the selectivity of the method to patient
erum components was not demonstrated and the applicability to
linical analysis was unknown.

The high salt and protein concentrations in serum often
esult in band broadening and poor repeatability in CE analyses.
o-extractive cleanup of serum sample has been developed to elim-

nate potential interfering substances in teicoplanin analysis [7].
owever, there are disadvantages of the method such as that emul-

ion may form during extraction and it is difficult to carry out the
rocedure in batches. Several studies using solid phase extraction

SPE) method to remove endogenous components in serum were
eported. However, the recovery rate was either unsatisfactory [6]
r not studied [17].

The primary goal of our research was to develop a sensitive and
fficient electrophoretic method to facilitate clinical research works
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f teicoplanin. To achieve this goal, a SPE method was developed
or sample concentration and MEKC conditions were optimized for
ast separation. The developed SPE–MEKC method was validated
nd then applied to the analysis of serum teicoplanin in patients
ho received teicoplanin treatment. The results are compared to

hose obtained using the FPIA method. To the best of our knowledge,
his is the first time that a SPE–MEKC method was developed to
uantitatively determine the six teicoplanin components in patient
erum.

. Experimental

.1. Chemicals

Teicoplanin standard was purchased from Dongkook Pharm.
Seoul, Korea). The teicoplanin components were identified accord-
ng to HPLC/MS/MS method reported by Ackermann and Brian [18].
odium dodecyl sulfate (SDS) was purchased from Sigma–Aldrich
St. Louis, MO, USA). Hydrochloric acid, sodium hydroxide, and
odium tetraborate were purchased from Merck (Darmstadt, Ger-
any). Cetyltrimethylammonium bromide (CTAB) was purchased

rom Acros (Geel, Belgium). Acetonitrile (ACN) and Methanol
MeOH) were purchased from Mallinckrodt (Paris, KY, USA). All
eagents and solvents used were of analytical or chromatographic
rade. Serum samples obtained from patients on teicoplanin
reatment (200–400 mg/day) were provided by National Taiwan
niversity Hospital. The study was approved by the ethical com-
ittee. The signed inform consents were received for all patients

articipated in the study. The serum samples were stored and
rozen at −80 ◦C before use. Fluorescence polarization immunoas-
ay kit was purchased from Seradyn Inc. (Indianapolis, IN, USA).
asis HLB SPE cartridges were purchased from Waters (Milford,
A, USA). The SPE procedure was performed on a Waters extraction
anifold system.

.2. Instrumentation

The MEKC experiments with UV detection were carried out in
system consisting of a Prince programmable injector (Lauer Labs,
mmen, The Netherlands) and a 30 kV high-voltage supply con-
ected to a UV absorbance detector (Dynamax, Rainin, Emeryville,
A, USA). A fused-silica capillary (Polymicro Technologies, Phoenix,
Z, USA) was used for the separation. The electropherograms were
ecorded using an EZChrom (Scientific Software, San Ramon, CA,
SA) chromatographic data system.

.3. Separation conditions

MEKC separations were performed on a 75 cm (60 cm effective
ength) × 50 �m I.D. fused-silica capillary. The background elec-
rolyte solution was prepared by adding 40 mM SDS to a 20 mM
odium tetraborate buffer solution. The pH of the buffer solution
as adjusted to 8.8 with 1.0 M HCl. ACN was then added to make up

he electrophoresis running solution (containing 11% v/v of ACN).
he applied voltage was 30 kV. Sample solutions were injected into
he capillary with hydrodynamic mode of 50 mbar for 9 s. Detec-
ion wavelength was 240 nm and capillaries were thermostatted
t 25 ◦C with air controlling system. New fused-silica capillaries
ere conditioned by flushing, in sequence, with 1.0 M NaOH for

0 min, 0.2 M NaOH for 10 min, water for 10 min and running solu-

ion for 10 min. At the beginning of each experiment, the capillary
as washed with 0.2 M NaOH for 3 min, followed by water for 2 min

nd then running solution for 5 min.
All solutions were filtered through a 0.45 �m filter (Millipore,

edford, MA, USA) before use.
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.4. Preparation of standard solution

Teicoplanin stock solution with concentration of 1 mg/mL was
repared in water. Blood samples were collected from healthy vol-
nteers and were centrifuged at 3000 rcf for 15 min to obtain blank
erum samples. Teicoplanin stock solution was spiked into the
lank serum to obtain 25 �g/mL teicoplanin. Theophylline, at con-
entration of 100 �g/mL in the standard solution, was used as an
nternal standard.

.5. Sample preparation

Oasis HLB cartridges (1 mL; 30 mg) were used for sample extrac-
ions. Cartridges were conditioned with 1 mL MeOH and 1 mL water
rior to use. Six-tenth milliliter (0.6 mL) of 10 M urea was added to
.6 mL serum sample and vortex-mixed. One milliliter (1 mL) of the
esulting solution was transferred to the pre-conditioned SPE car-
ridge. The cartridge was then washed with 1 mL of water and 15%

eOH. Teicoplanin was then eluted with 2 mL of 53% MeOH. The
xtraction cartridge was placed on the vacuum manifold and the
acuum pressure was adjusted to 3 mm Hg to control the flow rate
uring the loading and eluting steps. The vacuum pressure was kept
t 10 mmHg in conditioning and washing steps.

The eluent was collected, evaporated to dryness in a rotary
vaporator, and then reconstituted in 50 �L of water containing
00 �g/mL theophylline. The reconstituted solution was subjected
o MECK for analysis.

.6. Preparation of calibration curves

Aliquots of the teicoplanin stock solution were added to blank
uman serum to obtain 5, 15, 25, 35, 45 and 55 �g/mL teicoplanin
piked solutions. The spiked serum samples were subjected to
ample preparation procedures as described in Section 2.5. Linear
egression lines were obtained by plotting peak area ratios against
eicoplanin concentrations.

. Results and discussion

.1. Sample preparation method development

Teicoplanin is 90% bound to protein in serum. In our study, the
rotein denaturation step was performed to increase the recovery
ate of teicoplanin. To achieve a higher recovery rate, we evalu-
ted several protein denaturation methods. Typical additives to
enature serum protein are acetonitrile, methanol, perchloric acid,
odium hydroxide, zinc sulfate and urea. Since teicoplanin is unsta-
le in extreme pH conditions and it is insoluble in dilute mineral
cids, only acetonitrile, methanol and urea were used to evalu-
te their efficiency in protein denaturation. Hanada et al. studied
rotein denaturation using acetonitrile. In their study, the plasma
amples were diluted with water before adding acetonitrile [9].
he recovery of teicoplanin was improved for more than 20% with
he serum dilution step. The Hanada procedure was evaluated in
ur study. Unfortunately, the serum dilution step was found to
e insignificant in improving teicoplanin recovery rate. Therefore,
irect addition of acetonitrile to serum samples was applied to
valuate the efficacy for acetonitrile denaturation. The recovery of
eicoplanin obtained by acetonitrile, methanol and, urea denatura-
ion methods were 90.92 ± 1.44%, 23.61 ± 0.64%, and 90.93 ± 0.24%,

espectively. The recovery studies were tested at total teicoplanin
oncentration of 25 �g/mL. The values of recovery were calculated
y comparing the relative peak area of teicoplanin components in
he protein denaturation sample to that of sample without pro-
ein denaturation treatment. The results demonstrate that similar
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ecoveries were obtained from the acetonitrile and urea denatu-
ation methods. Urea treated samples showed the lowest elution
trength, and could be directly loaded into SPE cartridge without
ny dilution steps. It was therefore chosen as the protein denaturant
gent in this study.

The SPE extraction method was applied to concentrate
eicoplanin components and to eliminate endogenous materials in
erum. It was found that increasing the washing solvent strength
o greater than 15% methanol resulted in reduction of the recovery
f A3-1. Fifteen percent (15%) methanol was therefore used as the
ashing solution. When 100% methanol was used as the elution

olvent, capillary electrophoretic separation of teicoplanin com-
onents A2-2–A2-5 were significantly interfered by endogenous
ubstances. To overcome the interference problem, solvent strength
f the eluent was adjusted to improve the selectivity between
eicoplanin components and endogenous substances. It was found
hat decreasing the solvent strength of the eluent could reduce the
nterference significantly. Fifty-three percent (53%) methanol was
hen selected as the optimum elution solution. It was also found
hat further decreasing in the elution strength reduced the recov-
ry of teicoplanin. This was due to teicoplanin components A2-4
nd A2-5 which were not eluted with low elution strength. As a
esult of the above findings, the optimum extraction procedure for
piked human serum samples using Oasis HLB as extraction car-
ridges was set up as firstly by using methanol and deionized water
s conditioning solvent, followed by using water and 15% methanol
or washing, and finally by using 53% methanol as the elution sol-
ent. The recovery of teicoplanin from the spiked sample was higher
han 90% with the optimum extraction conditions.

Taylor and Reid used C8 cartridges [6] and Bourget et al.
sed C18 cartridges [17] to extract teicoplanin from patient
erum. Their extraction procedures were evaluated in this study.
t was found that our sample pre-treatment procedures pro-
ided higher extraction yield and less interference. The structure
f teicoplanin contains both hydrophilic and lipophilic moieties
Fig. 1). The higher extraction yield could be attributed to the
ydrophilic–lipophilic balance property of Oasis HLB extraction
artridges.

.2. Analytical method development

Teicoplanin-spiked serum samples were used as standard solu-
ions in the optimization of the electrophoretic separation method.
eicoplanin consists of six major components, each being repre-
ented as A3-1 and A2-1–A2-5. A3-1 is the hydrolyzed product with
igher polarity. Components A2-1–A2-5 are similar in their polar-

ty as they only differ in acyl chain of N-acylglucosamine which is
ttached to B-4 phenol. As depicted in Fig. 1, A2-2 and A2-3 have
he same molecular weight, so do as A2-4 and A2-5. Due to the
igh similarity of mass to charge ratio of the individual teicoplanin
omponents, capillary zone electrophoresis of teicoplanin always
ed to co-migration of these analytes. The MEKC mode which could
eparate molecules according to their lipophilicities was therefore
sed to resolve the co-migration issue. MEKC conditions devel-
ped by Taylor et al. was tested first [16]. The running buffer was
omposed of tris–HCl buffer at pH 7.2, 100 mM SDS, and 40% ACN.
nder such conditions, poor peak shapes accompanied with dis-

urbed baselines were observed. Besides, the peaks of teicoplanin
omponents were seriously overlapped with endogenous matters
n serum, which hampered these conditions to be directly used

n clinical analysis. A new analytical conditions had to be sought
o meet clinical requirement. Three micellar systems including,
odium dodecyl sulfate, sodium cholate and cetyltrimethylammo-
ium bromide were tested in this study. It was found that the
esolution of teicoplanin components was poor when using sodium
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holate and CTAB as adding surfactant. The investigated concen-
ration range was 10–50 mM for sodium cholate and 5–30 mM for
TAB. The literature survey revealed that, the HPLC methods using
ctadecylsilane (C18) as stationary phase showed good selectivity
or teicoplanin components in their analysis (although these HPLC

ethods were time consuming) [6–11]. SDS micellar systems are
eported to be similar to the C18 phase in HPLC for separations
f moderately water-soluble compounds [19]. As manifested by
ater experiments, SDS micellar systems provided the best resolving
ower for teicoplanin components in this study. Various param-
ters, including ACN%, buffer pH, buffer concentration and SDS
oncentration were subsequently investigated for optimization in
erms of selectivity, speed, and peak efficiency.

.2.1. ACN%
Organic modifier alters the retention mechanism by chang-

ng the polarity of the aqueous phase and shifting the partition
oefficient of the analytes. This leads to the change of sep-
ration selectivities. Teicoplanin components A2-1–A2-3 were
ignificantly overlapping with the endogenous materials when ace-
onitrile was not added to the background electrolyte (Fig. 2A).
lthough the migration time of teicoplanin components increased
ue to the change of zeta potential of the capillary wall, adding
0% of ACN dramatically improved the peak shapes and separation
esult (Fig. 2B). Further increase the concentration of acetonitrile
rom 10% to 13% (Fig. 2B–E) decrease the migration time of A2-
–A2-5. This was due to the addition of acetonitrile which reduced
he affinity of these components to SDS. The migration time of
ndogenous substances and A3-1 remained unchanged with the
ddition of acetonitrile. The different effects of acetonitrile on
he migration time led to a better separation of teicoplanin from
ndogenous substances. As a result by taking peak shape, selec-
ivities and analytical time into consideration, the best separation
esult was obtained when 11% ACN was added to the background
lectrolyte (Fig. 2C).

.2.2. Effect of pH
Teicoplanin molecules carry several ionizable functional groups.

he pKa value for the carboxyl group is 5.0; that for the amino group
s 7.1, and those for the phenolic groups are between 9 and 12.5
5]. Experiments showed that the selectivity of separation was sig-
ificantly affected by the change of buffer pH value at a range of
.4–9.2. This could be due to the dissociation of phenolic groups
nd to a minor extent to the amino groups. As shown in Fig. 3, the
eaks of A2-2 and A2-3 were overlapped at pH 8.4. At a higher
H, the phenolic groups of these components started to ionize and
his incurred the changes of their lipophilicities. The resolution
etween A2-2 and A2-3 was greatly improved at pH 8.6. In addition,
wing to the electrorepulsion effect, the retention of teicoplanin
2-1–A2-5 in SDS micelles was reduced by the ionization of the
henolic groups and this resulted in total shorter analysis time.
s depicted in Fig. 3, the decrease in migration time was larger

or teicoplanin components than that for endogenous materials. In
ontrast with teicoplanin A2-1–A2-5, the migration time of A3-1
as increased with increasing of pH. This could be attributed to

he lowest affinity of the component A3-1 to SDS micelles. Because
f the interaction between the components and SDS micelles, the
lectrorepulsion was rendered greater by increasing ionization of
he components, and the migration time became shorter. Increasing
onization could also increase the mobility of A3-1 to the oppo-

ite direction, which led to the increase of migration time. Since
omponent A3-1 has low affinity to SDS, the influence of ioniza-
ion on decreasing of migration time was the least. The influence
f ionization on mobility became dominant and this resulted in the
ncrease of migration time. When pH was higher than 9.0, A2-1 was
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ig. 2. Influence of ACN on separation of teicoplanin components. Separation con
lectrolyte: 20 mM sodium tetraborate, pH 8.8, 40 mM SDS; applied voltage: 30 kV
he figure. The numbering of peaks corresponds to those in Fig. 1. Teicoplanin conce

ound to be significantly overlapped with the endogenous materi-
ls. At pH 8.8, teicoplanin components were well separated from
ndogenous materials. Because of the shorter analysis time and bet-
er selectivity, pH 8.8 was selected as the optimum separation pH
alue.

.2.3. Effect of buffer concentration
Teicoplanin components are hydrophobic compounds and they

end to be adsorbed onto the capillary, especially in solutions at

ow pH and low ionic strength. To minimize Joule heats gener-
ted and analyte adsorption, sodium tetraborate of concentrations
etween 15 mM and 35 mM at pH 8.8 were tested to investigate the
ffect of buffer concentration on peak efficiencies. Poor peak shapes
ccurred at the buffer concentration higher than 30 mM, and it was

o
i
c
n
o

s: fused-silica capillary: 75 cm × 50 �m I.D., 60 cm effective length; background
erature: 25 ◦C; injection: 50 mbar for 9 s. The ACN percentages are as indicated in

ion was 25 �g/mL.

roposed to be caused by Joule heating. When buffer concentra-
ion was at 25 mM, A2-1 co-migrated with endogenous materials.
herefore, 20 mM sodium tetraborate was chosen in terms of best
eak efficiencies and shortest analytical time.

.2.4. Effect of SDS concentration
Teicoplanin components A2-1–A2-5 have long aliphatic chains

C9 and C10) (Fig. 1). They showed higher affinity to SDS micelles
han component A3-1. The partition coefficients (micelles/water)

f them increased with the increased concentration of SDS. These
ncreases in partition coefficient gave longer retention time. In
ontrast to teicoplanin components, retention times of endoge-
ous materials in serum changed only slightly with the increase
f SDS concentration as indicated in Fig. 4. Component A2-1
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ig. 3. Influence of pH on separation of teicoplanin components. Separation conditi
n the figure. Other conditions are the same as those described in Fig. 2. The numbe

ignificantly overlapped with endogenous materials at SDS concen-
rations lower than 35 mM. At 40 mM SDS, each of the teicoplanin
omponents was completely separated from the endogenous mate-
ials. Further increase in SDS concentration resulted in longer
nalytical time without selectivity improvement. 40 mM SDS was
ound to give best selectivity within the shortest time and therefore
as chosen as optimum concentration.

The highest applicable voltage (30 kV) of the CE apparatus was
sed to reduce the analysis time, and the injection time was
elected to give the best sensitivity without peak broadening. The
ptimum background electrolyte was composed of 20 mM pH 8.8

odium tetraborate buffer, 40 mM SDS, and 11% ACN. The applied
oltage was set at 30 kV and the injection was 50 mbar for 9 s. The
lectropherogram obtained under the optimum separation condi-
ions is shown in Fig. 4C. Six teicoplanin components were well
eparated from the endogenous materials within 12 min.

f
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0 mM sodium tetraborate, 40 mM SDS, 11% v/v ACN. The pH values are as indicated
f peaks corresponds to those in Fig. 1. Teicoplanin concentration was 25 �g/mL.

.3. Analytical method validation

Clinically, the total serum teicoplanin concentration is in the
ange of 5–55 �g/mL [6]. The quality of the developed SPE–MEKC
ethod was therefore investigated within this range. All validation

tudies were preformed by spiking suitable amount of teicoplanin
n the blank serum. To ensure high precision of the developed

ethod, internal standard was added to the standard solution. Van-
omycin was first investigated because of its structure similarity to
eicoplanin. However, the peak shape and migration time of van-
omycin were unsatisfactory. Further investigation was conducted

rom which theophylline was selected as the internal standard due
o its favorable migration time and peak shape. Relative standard
eviation (R.S.D.) of the repeatability (n = 6) and intermediate pre-
ision (inter-day, n = 3) of the retention times of six teicoplanin
omponents were found to be lower than of 0.79% and 1.13%,
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Fig. 4. Influence of SDS concentration on separation of teicoplanin components. Separation conditions: 20 mM sodium tetraborate, pH 8.8, 11% v/v ACN. The SDS concentrations
are as indicated in the figure. Other conditions are the same as those described in Fig. 2. The numbering of peaks corresponds to those in Fig. 1. Teicoplanin concentration
was 25 �g/mL.

Table 1
Linear relationships between peak area ratios (y) and concentrations (�g/mL) (x), LODs and LOQs for the teicoplanin components

Teicoplanin components Linear range (�g/mL) Intercept Slope Ra LOQ (�g/mL) LOD (�g/mL)

A3-1 0.27–2.96 0.0056 0.1109 0.999 0.15 0.05
A2-1 0.14–1.54 −0.0019 0.1348 0.999 0.14 0.06
A2-2 2.92–32.12 0.0111 0.1106 0.998 0.18 0.06
A2-3 0.27–2.98 0.0113 0.1195 0.998 0.17 0.06
A2-4 0.91–10.02 −0.0062 0.1082 0.999 0.17 0.06
A2-5 0.49–5.38 0.0014 0.1120 0.998 0.13 0.05

a R: correlation coefficient.



I.-L. Tsai et al. / Talanta 77 (2009) 1208–1216 1215

F
t
A

r
1
c
r
w
t
n
t
t
t
c
o
f
t
t
e
w
t
c
L
a
a
T

3

r
t
s
o
F
h
d
t
F
t
f
p
o
l
a
m

m
a

m
b
m

4

m
f
w
s
s
p
i
M
s
o
c
e
S
r
W
R
w

t
[
w
m
m
o
m
t
o

ig. 5. Electropherogram of serum sample for a patient undergoing teicoplanin
reatment. Separation conditions are the same as those described in Fig. 2. (11%
CN). The numbering of peaks corresponds to those in Fig. 1.

espectively. The precision of the peak area ratios of A3-1 and A2-
–A2-5 to the internal standard, was tested at total teicoplanin
oncentration of 5 �g/mL. Relative standard deviation of the
epeatability (n = 6) and intermediate precision (inter-day, n = 3)
ere found to be lower than 4.18% and 5.30%, respectively. Due

o the lack of pure standard materials of the individual compo-
ents, the peak area normalization method was used to calculate
he concentration of individual components with the assumption
hat the UV absorption coefficients of these components are iden-
ical. Linearity of the method was tested with the total teicoplanin
oncentration in the range of 5–55 �g/mL. The regression equations
f A3-1–A2-5 are shown in Table 1. The linear range was presented
or the concentration of each teicoplanin component. The correla-
ion coefficients were found to be higher than 0.998. Accuracy of
he method was determined at the lowest, intermediate and high-
st concentration levels of the linearity range. The recoveries were
ithin 95.86% and 114.08% for six components at three concen-

ration levels. The limit of detection (LOD) was determined as the
oncentration at which the signal-to-noise ratio (S/N) equaled to 3.
imit of quantitation (LOQ) was determined as the concentration
t which the signal-to-noise ratio (S/N) equaled to 10. The LODs
nd LOQs of the individual teicoplanin components are shown in
able 1.

.4. Determination of teicoplanin in patient serum

A total of 36 serum samples were collected from patients
eceiving the teicoplanin treatment. The concentration of each
eicoplanin component was calculated from six calibration curves
hown in Table 1. Fig. 5 shows the representative electropherogram
f the patient serum analysis. Comparing to the data presented in
ig. 4C, the relative signal intensity of A2-4 and A2-5 are obviously
igher in patient serum due to their higher lipophilicity and ten-
ency to accumulate in human body [20]. The concentration of
eicoplanin in patient serum was tested by both SPE–MEKC and
PIA methods. Because FPIA method can only give total concen-
ration, the concentrations of six teicoplanin components obtained
rom SPE–MEKC method were added up and the sum was com-
ared with the concentration obtained from FPIA method. The data
btained from both methods are provided in Fig. 6. Pearson’s corre-
ation analysis was applied to data obtained from the two methods

nd it revealed a good correlation between the SPE–MEKC and FPIA
ethod (r = 0.98).
When patients are treated with teicoplanin, it is important to

onitor their blood teicoplanin concentrations to ensure that safe
nd adequate therapeutic level is achieved. The maintaining of a
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Fig. 6. Correlation of teicoplanin concentration measured by MEKC and FPIA.

inimal trough concentration of teicoplanin above 20 mg/L has
een suggested. Our test results demonstrate that the developed
ethod could be used for therapeutic drug monitoring.

. Conclusion

In this study, a simple, efficient, and cost-saving SPE–MEKC
ethod for the assay of teicoplanin in patient serum is developed

or the first time. The method is capable of separating components
ith similar structures within 12 min, attaining a fourfold time’s

aving when compared with the previous HPLC analysis [9,11]. The
ample preparation procedure was simplified by using urea as the
rotein denaturation reagent. When coupling with SPE extraction,

nterference caused by endogenous materials was greatly reduced.
oreover, the developed SPE method was able to concentrate

erum teicoplanin level for more than 10-fold such that the devel-
ped method can be used for clinical analysis. Hanada et al. used
o-extractive method for serum sample pre-treatment with recov-
ry rate between 72% and93%. Compared with their method, our
PE procedures provide more consistent recovery with recovery
ate being at 90.93 ± 0.24% and besides, they could be run in batch.

ith regard to the sample SPE procedures developed by Taylor and
eid [6] and Bourget et al. [17], the recovery of the present study
as higher for more than 10%.

Currently, FPIA is the analytical method most widely used
o determine the concentration of teicoplanin in patient serum
13–15]. Although efficient, the FPIA method used the reagent
hich cost far more (65 USD per specimen) than the SPE–MEKC
ethod. In addition, with the high selectivity of the SPE–MEKC
ethod, the potential cross-reactivity that might be encountered

n using the FPIA method could be minimized. The SPE–MEKC
ethod is able to separate the individual teicoplanin components,

his making it available for the pharmacokinetic characterization
f each single component of teicoplanin in serum samples [20].

In conclusion, this present study demonstrates that the

PE–MEKC method is more efficient than the HPLC procedures
nd, on the other hand, more selective and cost-effective than the
PIA procedure for the analysis of teicoplanin in patient serum. The
eveloped SPE–MEKC method can be applied to therapeutic drug
onitoring and clinical research.
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a b s t r a c t

A portable, microcontrolled and low-cost spectrophotometer (MLCS) is proposed. The instrument com-
bines the use of a compact disc (CD) media as diffraction grid and white light-emitting diode (LED) as
radiation source. Moreover, it employs a phototransistor with spectral sensitivity in visible region as
phototransductor, as well as a programmable interrupt controller (PIC) microcontroller as control unit.
The proposed instrument was successfully applied to determination of food colorants (tartrazine, sun-
set yellow, brilliant blue and allura red) in five synthetics samples and Fe2+ in six samples of restorative
oral solutions. For comparison purpose, two commercial spectrophotometers (HP and Micronal) were
employed. The application of the t-paired test at the 95% confidence level revealed that there are not sig-
nificant differences between the concentration values estimated by the three instruments. Furthermore,
a good precision in the analyte concentrations was obtained by using MLCS. The overall relative standard
microcontroller

Visible spectrophotometer
Food colorants
Iron (II)

deviation (R.S.D.) of each analyte was smaller than 1.0%. Therefore, the proposed instrument offers an eco-
nomically viable alternative for spectrophotometric chemical analysis in small routine, research and/or
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. Introduction

Since the seventies of the last century, when researchers as
laschka et al. [1] developed photometers based on light-emitting
iode (LED), LEDs have been applied on spectrophotometric instru-
entation as radiation sources having relatively small effective

andwidth [2,3]. However, the increasing demand for chemical
nalyses makes necessary to develop LED-based instruments to
ork in a wide range of wavelengths what requires multiple

adiation sources. The approach increases cost and complexity
f the optical and electronic system. For example, optical fibers
re usually employed to direct the radiation towards the detector
nd a more elaborated hardware is necessary to control the LED

rift.

Nowadays, it is easy to acquire white LEDs that substitutes
he complex optical system obtained when monochromatic LEDs
re used as sources of several wavelengths in the visible region.

∗ Corresponding author.
E-mail address: edvan@quimica.ufpb.br (E.C. Silva).
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ts components are inexpensive and of easy acquisition.
Published by Elsevier B.V.

herefore, it is possible to develop simple spectrophotometers
sing a single white LED with an adequate disperser of the
hite light. For this purpose, the literature reports two works

nly that employ white LED as radiation source [4,5]. Shimazaki
t al. [4] were pioneers in the development of a white LED-
ased spectrophotometer which was used in determination of
e2+ in river water by the o-phenantroline method. Li et al. [5]
escribed a portable multi-function instrument using different
pectrophotometric techniques. As application, the spectropho-
ometric determination of Cr6+ and Al3+ was carried out using
iphenylcarbazide and pyrocatechol violet as chelant and chro-
ogenic reagents, respectively.
Commercial spectrophotometric instrumentation commonly

mploys absorption or interference optical filters, prisms or diffrac-
ion grids as radiation dispersers. In most of these instruments, the
ispersive device is a diffraction grid, an optical component con-

aining series of grooves traced on a glass plate or polished metal. In
his context, a compact disc (CD) media could be used as diffraction
rid due to its grooves. Despite the use of CD media as radiation dis-
erser [6], no application in spectrophotometric instrumentation
as been found.



1 nta 77 (2009) 1155–1159

c
s
u
s
p
r
L
r
m
a
b
t
p
d
a
m
m

2

2

r
S
w

s
e
r
a
1

F
a

156 G. Veras et al. / Tala

In the present work, a portable, microcontrolled and low-
ost spectrophotometer (MLCS) having a white LED as radiation
ource and a CD media as diffraction grid for measurements
sing the visible region was developed. In order to increase the
ignal-to-noise ratio in the spectrophotometric measurements, a
hototransistor with maximum spectral sensitivity in the visible
egion was used. In the MLCS, pulsed radiation from the white
ED is dispersed by the CD media generating monochromatic
adiation that is focalized in the phototransistor by a stepper
otor. The control of the proposed instrument, the acquisition

nd treatment of data are accomplished by an electronic circuit
ased on a programmable interrupt controller (PIC) microcon-
roller. Two analytical applications were elected to illustrate the
erformance of the MLCS. The first is represented by individual
eterminations of four food colorants (tartrazine, brilliant blue,
llura red and sunset yellow). The second concerns to the deter-
ination of Fe2+ in restoratives by using the 1,10-phenantroline
ethod.

. Experimental

.1. Reagents, solutions and samples
Food colorants tartrazine (E-102), sunset yellow (E-110), allura
ed (E-129), and brilliant blue (E-133) were purchased from
igma–Aldrich. Stock solutions of 1000 mg L−1 of each colorant
ere prepared dissolving its necessary amount in phosphate buffer

1
p
a
t
d

ig. 2. Electronic layout of the MCLS detector. Legend: PT = phototransistor; C = polyethyle
mplifier; U3 = quadruple switches. Details in text.
Fig. 1. Schematic diagram illustrating the optical system of the MLCS.

olution at pH 7.00. Standard solutions of synthetic samples of
ach colorant were prepared by the appropriated dilution of the
espective stock solution. The standard solutions were prepared in
uthentic triplicates at the concentrations 2.0, 4.0, 6.0, 8.0, 10.0,
2.0, 14.0, 16.0, 18.0, 22.0, and 26.0 mg L−1.

FeCl3·6H2O was used to prepare stock solutions of Fe3+

000 mg L−1. Working solutions (Fe2+ 2.0–10.0 mg L−1) were pre-

ared from the stock solution after reduction of the Fe3+ using
scorbic acid 1.0% (w/v). Six samples of restorative oral solu-
ions (containing Fe2+) from different marks were acquired in
rugstores at João Pessoa city, Brazil. These pharmaceutical for-

ne capacitors; R = resistors; U1 = operational amplifier; U2 = quadruple operational
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ulations were diluted to fit in the linear range of the analytical
urve.

Recently distilled water was used to prepare all solutions.

.2. Description of the proposed instrument

Fig. 1 illustrates the optical components employed in the MLCS
nd Fig. 2, the electronic layout of the detection unit. This instru-
ent was assembled into a box with 30 cm front, 20 cm height and

0 cm length. The optical–mechanical system is composed by white
ED, focus lens to create a small light image (2 mm diameter) on
he diffraction grid (CD) and stepper motor with gear to move the
iffraction grid and to promote the scan of the spectral region of

nterest. To increase the spectral resolution, the position of the step-
er motor was adjusted so that the phototransistor can detect the
adiation from the second overtone.

The instrument uses a PIC 16F877 programmable microcon-
roller as control unit driven by a stabilized power supply. The
ontrol software was elaborated with C language. The microcon-
roller presents a 10-bit multi-channel analog to digital converter
A/D), 8k × 14 words of flash program memory, 256 × 8 bytes of
EPROM data memory, 368 × 8 bytes of RAM, three timers and
hree ports with eight channels (multiplexed pins) each, for gen-
ral purpose, that can be configured for data acquisition. The
icrocontroller allows drastic reduction of the number of elec-

ronic components in the spectrophotometer and makes possible
o introduce or alter functionalities in the instrument without any
ardware modification.

The white LED Control Module pulses the white LED radiation
t 7 Hz. The module turns the white LED on for readings of the ana-
ytical signals and off for determination of instrumental noise. The
ignals are detected, filtered and amplified in the Detection Module
f the MLCS, showed in Fig. 2. In the layout, five operational ampli-
ers are used for different purposes: to convert the photocurrent

nto voltage (U1), to filter the high frequency noise (U2:A) as a high-
ass Butterworth filter; to amplify the analytical signal (U2:B), to
etect the peak signal as a sample-hold unit (U2:C) and to fit the
nalytical signal (U2:D) in the A/D scale (5 V) using CMOS switches
U3:B–D) to change the gain depending on the value of the input sig-
al. C5 and R11 are used as low-pass filter and P1 is used for off-set.
MOS switch U3:A is used to discharge the capacitor of the sample-
old circuit. The switches are controlled by the PIC. The processed
ignal E is sent to the A/D converter of the PIC to be converted into
bsorbance values. To calculate the absorbance values, the loga-
ithm function used the measurement of blank (water) as reference.
oth blank and sample measurements were registered turning the
ED on to consider maximum light power and off in order to con-
ider the dark signal. After digitalization, the absorbance values are
ent by the microcontroller to the liquid crystal display (LCD) mod-
le, a TECH2004D-FL-GBS-S character type LCD with two buses:
ight bits for data and three bits for control. In this work, the com-
unication between microcontroller and LCD was always carried

ut with six bits, four being used for data transmission and two
or data control. The Stepper Motor Control Module controls the
ngular displacement of the CD media.

A clock elaborated with a 4-MHz piezoelectric crystal is used for
ynchronization of the microcontroller internal functions.

. Results and discussion
.1. Calibration of the MLCS optical–mechanical system

An ocean optics spectrometer, model USB450, which substituted
he phototransistor as detector, was used to calibrate the MLCS

a
p
s

c

(2009) 1155–1159 1157

ptical–mechanical system. Since the slit for the light entrance
n the probe and the sensitive area of the phototransistor have
he same dimensions (ca. 0.3 mm), the spectra registered by the
cean optics spectrometer represent the profile of the radiation that
eaches the phototransistor. In this process, the spectrometer reg-
sters the reflected spectrum resulting from the radiation diffracted
n the CD media. It was carried out five scans to obtain an average
pectrum for each step of the stepper motor. Average spectra were
sed to build a calibration curve between the number of steps and
he wavelength of maximum emission of the spectrum. In this case,
n equation was estimated by using the linear least-squares and the
esult is presented below.

tep = wavelength × 0.50246 − 214.7837

The number of steps and peak wavelengths are linearly cor-
elated in the spectral range 440–640 nm with a correlation
oefficient of 0.99968. Therefore, practically the entire visible
pectral region can be exploited for spectrophotometric measure-
ents by the MLCS. The overall standard deviation at the peak
avelengths was 0.30 nm, indicating a good repeatability asso-

iated to the wavelengths obtained starting from the number of
teps.

The collected data were also employed to establish the effective
andwidths at maximum wavelength for each step and the value
3 nm was estimated in the range 440–640 nm.

The dispersion of the maximum signals measured for each
tep was also assessed and the overall relative standard deviation
R.S.D.) was estimated as 2.6%. This result indicates a good repeata-
ility of the signals associated to the radiant power of the white
ED.

.2. Determination of food colorants in synthetic samples

The performance of the MLCS was initially evaluated by ana-
yzing food colorants in the synthetic samples. The absorbance

easurements were accomplished at the wavelengths of its
aximum absorption: 486 nm (sunset yellow), 500 nm (allura

ed) and 582 nm (brilliant blue). However, in the case of tar-
razine solutions, the measurements were performed at 440 nm
ue to the low sensibility of the MLCS in the wavelength of
aximum absorption of this colorant (426 nm). For reference
easurements, the food colorants were also analyzed by an HP

iode-array, model 8453, and a Micronal spectrophotometer, model
34211.

In order to investigate the maximum concentration for linear
esponse (the limit of linearity—LOL), ANOVA (analysis of variance)
nd F-test for lack of fit were applied to the models elaborated
ith the concentration range 2.0–26.0 mg L−1, for each colorant.

he results showed no lack of fit up to the LOL as presented in
able 1. An F-test for the regression significance revealed that the
erformed linear regressions are highly significant up to the LOL
alues.

The values of limits of detection (LOD) and limits of quan-
ification (LOQ), which were estimated according to IUPAC
ecommendations [7], are also shown in Table 1. It is worth not-
ng that LOL, LOD and LOQ present similar values for the three
nstruments and for the four food colorants.

After the study above, the analytical curves were constructed
mploying the following concentration ranges: 2.0–12.0 mg L−1 for

llura red and 3.0–18.0 mg L−1 for the other colorants. In Table 2 are
resented the results for the colorants determinations in synthetic
amples.

As can be seen, there is a good agreement between the results of
oncentration determined by the proposed instrument and those
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Table 1
Values of LOD, LOQ and LOL obtained for the four colorants

Colorant Instrument LOD
(10−2 mg L−1)

LOQ
(10−2 mg L−1)

LOL
(mg L−1)

Allura red
Micronal 3.1 9.4 14.0
HP 0.7 2.2 14.0
MLCS 0.1 0.2 12.0

Sunset yellow
Micronal 3.2 9.7 18.0
HP 0.7 2.1 18.0
MLCS 13.0 39.4 18.0

Tartrazine
Micronal 2.6 7.8 18.0
HP 0.8 3.6 18.0
MLCS 8.1 24.7 18.0

Brilliant blue
Micronal 5.5 16.6 18.0
HP 7.8 23.8 18.0
MLCS 3.1 9.3 18.0

Table 2
The average concentration values of food colorants and confidence intervals
obtained in the analyses of synthetic samples

Colorant Sample Expected
value (mg L−1)

Estimated value (mg L−1)

Micronal HP MLCS

Allura Red

01 3.0 2.9 ± 0.1 2.9 ± 0.2 2.9 ± 0.1
02 5.0 4.7 ± 0.0 4.8 ± 0.1 4.7 ± 0.2
03 7.0 6.9 ± 0.1 7.0 ± 0.2 7.0 ± 0.3
04 9.0 8.9 ± 0.0 8.7 ± 0.1 8.9 ± 0.1
05 11.0 11.0 ± 0.1 11.0 ± 0.2 11.0 ± 0.4

Sunset Yellow

01 4.0 4.0 ± 0.0 4.1 ± 0.1 4.1 ± 0.2
02 8.0 7.8 ± 0.1 7.8 ± 0.1 7.9 ± 0.2
03 10.0 10.1 ± 0.1 10.0 ± 0.1 10.0 ± 0.3
04 14.0 13.9 ± 0.1 13.9 ± 0.1 13.8 ± 0.5
05 16.0 15.9 ± 0.1 15.8 ± 0.1 15.6 ± 0.2

Tartrazine

01 4.0 4.0 ± 0.1 3.9 ± 0.1 4.1 ± 0.1
02 8.0 8.0 ± 0.1 7.9 ± 0.1 7.7 ± 0.1
03 10.0 10.2 ± 0.5 10.2 ± 0.1 10.2 ± 0.2
04 14.0 13.9 ± 0.5 13.9 ± 0.1 14.0 ± 0.6
05 16.0 15.7 ± 0.0 15.8 ± 0.0 15.8 ± 0.1

B

01 4.0 4.1 ± 0.1 4.3 ± 0.1 4.2 ± 0.0
02 8.0 8.0 ± 0.0 7.8 ± 0.1 8.0 ± 0.0

o
a
t
t

t
t
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T
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0
0
0
0
0
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Tabela 4
Recovery percentage obtained for Fe2+ in six samples of restorative oral solutions

Sample Added Fe2+ (mg L−1) Recovery (%)

Micronal HP MLCS

01
3.0 99.31 100.34 97.18
5.0 98.86 100.19 100.56
7.0 98.98 97.99 96.41

02
3.0 99.65 100.00 97.18
5.0 98.67 99.24 98.05
7.0 96.81 97.27 97.25

03
3.0 96.19 94.56 93.85
5.0 96.01 98.48 99.86
7.0 98.55 99.28 99.05

04
3.0 101.39 98.30 98.72
5.0 99.62 100.19 105.29
7.0 99.27 98.28 98.10

05
3.0 104.51 103.74 97.69
5.0 97.91 99.05 97.50
7.0 99.42 101.72 100.84

0

w
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rilliant Blue 03 10.0 9.9 ± 0.0 9.9 ± 0.1 10.1 ± 0.1
04 14.0 13.9 ± 0.1 13.7 ± 0.1 13.8 ± 0.1
05 16.0 15.9 ± 0.1 15.8 ± 0.1 15.9 ± 0.1

btained by using the commercial spectrophotometers. In fact, the
pplication of the t-paired test at the 95% confidence level revealed
hat there are not significant differences between the concentra-
ions estimated by the three instruments.
Concerning to the precision of results, in Table 2 is shown that
he confidence intervals are narrow and similar for the concen-
ration values obtained by the three instruments. Moreover, the
verall R.S.Ds. associated to the results from the three instruments

abela 3
verage values of Fe2+ concentration and confidence intervals obtained in the anal-
ses of samples of restorative oral solutions

ample Estimated values (mg L−1)

Micronal HP MLCS

01 4.9 ± 0.1 4.9 ± 0.0 4.9 ± 0.1
2 5.8 ± 0.1 5.7 ± 0.0 5.8 ± 0.1
3 4.2 ± 0.1 4.1 ± 0.1 4.3 ± 0.1
4 6.3 ± 0.1 6.3 ± 0.1 6.2 ± 0.1
5 4.5 ± 0.0 4.4 ± 0.0 4.5 ± 0.0
6 9.0 ± 0.1 8.9 ± 0.1 8.9 ± 0.0

.S.D. 0.8% 0.5% 0.7%
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6
3.0 104.51 95.58 103.85
5.0 97.91 97.92 94.16
7.0 99.42 99.43 97.68

ere smaller than 1.0%. Such finding indicates a good precision in
he estimative of the colorants concentrations by using the three
nstruments.

.3. Determination of Fe2+ in restoratives oral solutions

In these analyses, the measurements of absorbance were carried
ut at 515 nm in the three instruments. Restorative oral samples
f six different manufacturers were analyzed by using analytical
urves built in the concentration ranges 2.0–10.0 mg L−1, which
ere validated by using ANOVA and F-test for lack of fit and for

egression significance at the 95% confidence level.
Table 3 presents the results in terms of average values of Fe2+

oncentration and the confidence intervals estimated at 95% level.
he results show that good agreements of the results were obtained
mploying the three instruments and it is corroborated by the
pplication of the t-paired test at the 95% confidence.

Table 3 also presents the values of overall R.S.Ds., which indicate
good precision in the estimation of the Fe2+ concentrations by the

hree instruments.
In spite of the t-test to reveal absence of systematic error (bias)

t does not guarantee its actual absence in the results. In order
o check the eventual presence of bias, a recovery test was car-
ied out according to the procedure described elsewhere [8]. For
his purpose, known quantities of the analyte were added into the
estorative samples and the measured recovery taxes are presented
n Table 4. As can be seen, satisfactory recovery taxes were obtained
or all fortified samples. Therefore, this result evidences the absence
f bias associated to the estimated values of Fe2+ concentration
mploying the three instruments.

. Conclusions

A portable, inexpensive and microcontrolled spectrophotome-
er was developed in this work. Such advantageous characteristics
ere achieved due to the incorporation of a CD media as diffraction
rid and a white LED as radiation source. Other relevant char-
cteristic of the proposed instrument concerns to the use of a
hototransistor with spectral sensitivity in the visible region as
hototransductor.
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The MLCS was successfully applied to the determination of food
olorants (sunset yellow, tartrazine, allura red and brilliant blue)
n synthetic samples and Fe2+ in restorative oral solutions. In all
pplications, the proposed instrument lead to results similar to the
btained by the commercial instruments employed for compari-
on. Therefore, the proposed instrument offers an economically
iable alternative for spectrophotometric chemical analysis in small

outine, research and/or teaching laboratories.
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a b s t r a c t

It was found that the mixing of CdTe semiconductor nanocrystals (NCs) with luminol in the presence of
KMnO4 can induce a great sensitized effect on chemiluminescence (CL) emission. When the concentration
of luminol, KMnO4 and NaOH were fixed at 1 �M, 1 �M and 0.05 M, respectively, the most excellent
vailable online 22 August 2008

eywords:
dTe NCs
hemiluminescence

gG

performance can be obtained for the CdTe NCs sensitized CL. By means of CL and photoluminescence
spectra, we suppose the enhanced CL signals resulted from the accelerated luminol CL induced by the
oxidized species of CdTe NCs. Based on the finding, using thioglycolic acid-capped CdTe NCs as label and
immunoglobulin G (IgG) as a model analyte, a CL immunoassay protocol for IgG content detection was
developed. The strong inhibition effect of phenol compounds on luminol–KMnO4–CdTe NCs CL system
was also observed. All these findings demonstrated the possibility of semiconductor nanocrystals induced
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henols compounds chemiluminescence to be

. Introduction

Semiconductor nanocrystals, also referred to as quantum dots,
ith the superior emitting properties, attracted the growing atten-

ion to applications of these materials in LED and display devices
1,2], as well as in biological luminescent labels [3]. In general, lumi-
escent semiconductor nanocrystals (NCs) is concerned with the
otential to overcome problems encountered by their organic flu-
rophore counterparts. It has been utilized for fluorescent tagging
pplications with the advantages of high photobleaching thresh-
ld, good chemical stability, and readily tunable spectral properties
3–8].

Luminescent properties of colloidal semiconductor nanocrys-
als, including photoluminescence (PL) produced with photoex-
itation [9,10], electrochemiluminescence (ECL) generated by
lectron injection [11–13], and cathodoluminescence given from
lectron impact [14], have been extensively investigated and
pplied in many areas of fundamental and technical impor-
ance [15,16]. Recently, Talapin et al. described the CL property
f CdSe/CdS core/shell nanostructure dealing with the emit-
ing state related to the quantum-confined orbitals [17]. Li et

l. [18] and Wang et al. [19] then reported the CL of CdTe
Cs and CdS NCs directly oxidized by some oxidants, such
s H2O2 and KMnO4, and its size-dependent and surfactant-
ensitized effects. However, it is still quite lack for the information

∗ Corresponding author. Tel.: +86 10 62795290; fax: +86 10 62795290.
E-mail address: jhli@mail.tsinghua.edu.cn (J. Li).
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.08.004
ed for more practical applications.
© 2008 Elsevier B.V. All rights reserved.

nvolving in chemiluminescence (CL) of semiconductor nanocrys-
als.

In recent years, CL and related analytical techniques with the
dvantages of high sensitivity, wide linear rage and no inter-
erence from background scattering light have intrigued people
xtensive interest and have been developed to be an important
nd powerful tool in various fields [20–27]. The investigation on
he CL of semiconductor nanocrystals would therefore be promis-
ng for broadening the applications of luminescent semiconductor
anocrystals.

Herein, upon previous work [18], we introduced CdTe NCs into
he classic luminol CL system. It was found the mixing of CdTe NCs
ith luminol in the presence of KMnO4 could induce a great of

nhancement on CL radiation. Possible sensitized CL mechanism
as further investigated by means of CL and PL spectra. Based on

t, using TGA capped CdTe NCs as label, a CL immunoassay proce-
ure for IgG content detection was further developed. Moreover,

t was found that some phenols compounds acutely inhibit the
L intensity of luminol–KMnO4–CdTe NCs system. All the results
roved that semiconductor nanocrystals-induced chemilumines-
ence can be successfully applied for many practical purposes, such
s bioassay and trace detection of analyte.

. Experimental
.1. Chemicals and materials

Analytical reagent-grade chemicals and ultra-purification water
repared with a Milli-Q system were used throughout. Luminol
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as obtained from Merck (Germany). Te powder, CdCl2, NaHB4,
hioglycolic acid (TGA), 1-ethyl-3-(3-dimethylaminopropyl) car-
odiimide hydrochloride (EDC), N-hydroxysuccinimide (NHS),
nd 1,9-nonanedithiol were purchased from Acros Organics
Geel, Belgium). H2O2, KMnO4, ascorbic acid, catechol, resorcin,
ydroquinone and NaOH were obtained from Beijing Chem-

cal Reagent Plant (Beijing, China). Dopamine hydrochloride,
drenaline hydrochloride, noradrenaline bitartrate, and isopre-
aline hydrochloride were gotten from Drug and Biological
roducts Examination Bureau of China, Beijing. Adrenaline
ydrochloride and isoprenaline hydrochloride injections are the
roducts of Shanghai Harvest Pharmaceutical Co., Ltd. and Sanjing
harmaceutical Co., Ltd. of Harbin Pharmaceutical Group. Highly
ure gold plate was gotten from Shanghai Chenhua Instrument Co.,
hina. All other chemicals were of the best grade available and used
s received. The possibly minimum number of dilution steps was
sed to prepare more diluted solutions.

Bovine serum albumin (BSA), human immunoglobulin G (IgG)
nd sheep anti-human immunoglobulin G (anti-IgG) obtained from
ingguo Biological Technology Co. (Beijing, China) were used for

he CL immunoassay. IgG and anti-IgG solution were prepared in
hosphate buffer solution (PBS) and stored in a refrigerator (4 ◦C).

.2. Preparation of CdTe NCs

TGA-capped CdTe NCs were synthesized as the procedure
escribed in Ref. [28,29] with little modification. Briefly, N2-
aturated cadmium chloride solution was added to NaHTe solution
hich was prepared by the reaction between NaHB4 and tellurium
owder in the presence of thioglycolic acid (TGA). The concen-
ration of Cd2+ was 2 mM, and the molar ratio of Cd2+:Te2−:TGA
as fixed at 1:0.5:2.5. After mixed, the solution was heated with
icrowave for 1 h.
CdTe NCs samples used in the present work were purified by

elective precipitation with isopropanol and re-dispersed in ultra-

urification water. The free CdCl2 and TGA were further removed
ia dialysis for 2 days in 0.01 M NaOH solution. Dialysis membrane
ith molecular weight of cutoff 7000 was used for the purification

f CdTe NCs. The concentration of CdTe NCs was defined by the
umber of cadmium atoms contained in the sample.

w
t
l
o

Scheme 1. CL immunoassay of Ig
(2009) 1050–1056 1051

.3. Preparation of (anti-IgG)–CdTe NCs conjugates

According to the literatures with little modification [3,30], anti-
gG labeled with TGA-capped CdTe NCs was prepared as following:
00 �L containing 1 mM CdTe NCs, 10 mg/mL NHS, and 20 mg/mL
DC was added to 1 mg/mL anti-IgG solution and mixed for 1 h at
oom temperature. The resulting solution contained stable (anti-
gG)-CdTe NCs conjugation without obvious aggregates then was
reated by repeated centrifugation to remove the excess proteins,
dTe NCs, free EDC and NHS. The purified conjugates were stored

n PBS solution at room temperature.

.4. Procedure for CdTe NCs sensitized CL

A flow-injection CL system was employed for performing the
dTe NCs sensitized CL. A peristaltic pump was used to deliver
ow streams in this system. PTFE tubing (0.8 mm i.d.) was used
s the connection material in the flow system. In order to obtain
ood mechanical and thermal stability, the instruments were run
or 10 min before the first measurement. Flow lines were inserted
nto luminol, KMnO4, water carrier and CdTe NCs sample solution,
espectively. The flow rate was fed at 2.0 mL/min for all lines. The
umps were started to wash the whole system until a stable base-

ine was recorded. Sample solution (50 �L) was injected into the
arrier stream (water) using an six way injection valve equipped
ith a 50-�L sample loop, merged with the mixture of luminol (in

.05 M NaOH) and KMnO4 and then reached the flow cell, producing
L emission. The flow cell was made by coiling 30 cm of colorless
lass tube (1 mm i.d. and 2 mm o.d.) into a spiral disk shape with a
iameter of 2 cm and was located directly facing the window of the
R-105 photomultiplier tube (PMT) (Hammamatsu, Tokyo, Japan).
he CL signal produced in the flow cell was detected and recorded
ith the computerized MPI-B ultra-weak luminescence analyzer.
ata acquisition and treatment were performed with MPI-B soft-
are running under Windows XP.
The kinetics characteristics of the CL reactions was recorded
ith a static system consisted of a colorless glass beaker (10 mL) and

he MPI-B ultra-weak luminescence analyzer. The glass beaker was
ocated directly on the window of the CR-105 photomultiplier tube
f the luminescence analyzer. Luminol solution, CdTe NCs sample

G using CdTe NCs as label.
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olution, and NaOH solution were placed into the glass beaker,
espectively. KMnO4 solution was injected into the beaker using
200-�L injector through the rubber plug in the lid of detector of

he luminescence analyzer. Data acquisition and treatment were
till performed with MPI-B software running under Windows XP.

.5. Procedure for IgG immunoassay

Similar to literature method, we prepared anti-human IgG–CdTe
Cs conjugate [30]. Sandwich-type conjugate of (anti-human

gG)/IgG/(anti-human IgG–CdTe NCs) was assembled on a gold
ubstrate as follows: we firstly pretreated the gold substrates
ith “piranha” solution (98% H2SO4:H2O2, 7:3, v/v) prior to use

nd rinsed with ultra-purified water. The pretreated gold sub-
trate was firstly immersed in 1,9-nonanedithiol ethanol solution to
orm the self-assembly monolayer of 1,9-nonanedithiol. Then, the
hiol functionalized gold substrates were dipped into the spheri-
al gold colloid solution in darkness, which was synthesized as a
ell-known method [31]. The spherical nanogold-modified gold

ubstrates were further immersed in 0.5 mL PBS at pH 7.4 with
.1 mg/mL of the anti-human IgG and incubated overnight at 4 ◦C

n order to immobilize more anti-human IgG stably on the sub-
trate (or anti-IgG/spherical nanogold/SH(CH2)9SH/gold substrate).
hen thoroughly rinsing the gold substrates with 0.02 M PBS (pH
.4) to remove the weakly absorbed anti-IgG. Bovine serum albu-
in (BSA) in 0.02 M PBS (pH 7.4) then was introduced to saturate

he possible bare spherical nanogold for 30 min and rinsed with
.02 mol/L PBS (pH 7.4). Next the substrates were dipped into a pH
.4 PBS containing various concentrations of IgG at 37 ◦C for 30 min,
hen rinsed by 0.02 M PBS (pH 7.4) solution to remove unbound IgG
26]. Finally it was immersed in anti-IgG–CdTe NCs conjugate solu-
ion at 37 ◦C for 30 min, and then rinsed by 0.02 M PBS (pH 7.4)
o remove unbound (anti-IgG)–CdTe NCs conjugate. The processes
f the immobilization of antibody onto the gold substrate and the
ormation of sandwich-type (anti-IgG)/IgG/(anti-IgG-CdTe NCs) are
hown in Scheme 1. Ten same gold substrates were used for the
mmobilization, assembly, and consequent measurements.

After the formation of the sandwich-type complexes of (anti-
gG)/IgG/(anti-IgG–CdTe NCs), the assembled gold substrates were
ocated in a colorless glass tube directly facing to the window
f PMT of CL detector, and connecting into the flow lines of the
ow-injection CL setup (Fig. 1). 1 × 10−6 M luminol and 1 × 10−6 M
MnO4 were injected into the system, which were sensitized by
robe CdTe NCs to produce enhanced CL in alkaline medium. The
oncentrations of IgG are quantified via the relative CL intensity.
.6. Procedure for inhibited CL detection of phenols compounds

The schematic diagram of the flow system employed for inhib-
ted chemiluminescent determination of phenols compounds is
hown in Fig. 2. In order to obtain good mechanical and thermal

ig. 1. Schematic diagram of lab-built flow-injection chemiluminescence
mmunoassay system. P, peristaltic pump; V, injection valve; C, flow cell; R, CL
mmunoassay reactor; PMT, photomultiplier tube; HIV, negative high voltage;

PI-B, luminescence analyzer controlled by personal computer.
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ig. 2. Schematic diagram of lab-built flow-injection inhibited chemiluminescence
etection system for phenols compounds and ascorbic acid. P, peristaltic pump; V,

njection valve; C, flow cell; PMT, photomultiplier tube; HIV, negative high-voltage
upply; MPI-B, luminescence analyzer controlled by personal computer.

tability, the instruments were run for 10 min before the first mea-
urement. Flow lines were inserted into luminol solution, KMnO4
olution, CdTe NCs solution, water carrier and sample solution,
espectively. The flow rate was fed at 2.0 ml/min for all lines. The
umps were started to wash the whole system until a stable base-

ine was recorded. The 50 �l of sample solution was injected into
he carrier stream. This stream was merged with the mixture of
MnO4, luminol and CdTe NCs solution and then reached the flow
ell, accompanying a decreased CL signal. The concentration of sam-
les was quantified by the relative decreased CL intensity.

.7. Apparatus

The CL measurements were performed with an ultra-weak lumi-
escence analyzer (type MPI-B, manufactured at Remax Analytical

nstrument Co. Ltd., Xi’an, China). PL spectra of CdTe NCs were
xamined by LS-55 luminescence spectrophotometer (PE Elmer,
.K.). CL spectra of the proposed systems were obtained with a
odified Model RF-5301 Spectrofluorometer (Shimadzu, Japan).
V–vis absorption spectra were achieved with a Model UV-2100s
pectrophotometer (Shimadzu, Japan). The size of the as-prepared
dTe NCs was calculated according to Peng’s method [32].

. Results and discussions

As described in Section 2, we synthesized TGA-capped CdTe
Cs. The TEM image of the as-prepared TGA-capped CdTe NCs
as referred in our previous work [28]. Fig. 3 shows the PL and

bsorption spectra of the as-prepared CdTe NCs with a maximum
L emission ∼565 nm and a peak absorption at ∼536 nm. Accord-
ng to Peng’s method [32], the size of the as-prepared CdTe NCs is
3.05 nm, which was calculated according to the following equa-

ion:

= (9.8127 × 10−7)�3 − (1.7147 × 10−3)�2 + (1.0064)� − (194.84)

here D (nm) is the size of CdTe NCs, and � (nm) is the wavelength
f the absorption peak of CdTe NCs.

.1. Sensitized effect of CdTe NCs on luminol–KMnO4 CL

In previous experiments, it was found that CdTe NCs could be
irectly oxidized by KMnO4 or H2O2 to generate relative strong
L radiation. Aiming to further enhance the CdTe NCs induced CL

ntensity and exploit the applied potential of CdTe NCs induced
L, we introduced luminol into CdTe NCs induced CL system. In

he presence of oxidant, such as KMnO4, H2O2, K3Fe(CN)6, and
-succinimide, the CL response of luminol–CdTe NCs system was

nvestigated firstly. The results show when KMnO4 was used as
xidant the mixing of CdTe NCs and luminol could result in the
trongest CL light radiation.
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ig. 3. Photoluminescence (A) and absorption (B) spectra of as-prepared CdTe NCs
olloid solution.
Consequently, the dynamic CL intensity-time profiles of the
uminol and luminol–CdTe NCs in the presence of KMnO4 were
cquired in static-injection mode. It indicated (Fig. 4) that the CL
eactions were very quick and the CL intensity reached a maximum

ig. 4. Kinetic curves for the luminol–KMnO4–CdTe NCs (a) and luminol–KMnO4

b) CL systems. (a) 100 �L 2.5 �M KMnO4 solution was injected into a mixture of
mL 1 �M luminol (in 0.01 M NaOH) and 1 mL 1 �M CdTe NCs sample solution; (b)
00 �L 2.5 �M KMnO4 solution was injected into a mixture of 1 mL 1 �M luminol
in 0.01 M NaOH) and 1 mL water; High voltage, −400 V.
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fter ∼0.55 s for luminol system and ∼0.5 s for luminol–CdTe NCs
ystem after initiating the reactions with KMnO4. And the CL inten-
ity of luminol–KMnO4–CdTe NCs system is far stronger than that
f luminol–KMnO4 system, indicating the great sensitized effect of
dTe NCs on luminol–KMnO4 CL reaction.

Parameters influencing the CL signals of luminol–KMnO4–CdTe
Cs system were then investigated systematically to establish the
ptimal conditions for the CL reaction. The results show when
uminol and KMnO4 were all fed at 1 × 10−6 M and NaOH at
.05 M the most excellent performance can be obtained for the

uminol–KMnO4–CdTe NCs CL reaction.
The sensitized effects of CdTe NCs with different size (3.05, 3.33,

.50, 3.73 nm), which was prepared by microwave heating with
ifferent time, on luminol–KMnO4 CL reaction were also exam-

ned. The results revealed that the CL intensity increased with the
ncrement of the size of CdTe NCs.

.2. Possible CL reaction mechanisms

In general, the ascertainment of the final CL luminophor is the
ey to clarify the CL reaction mechanisms. In previous work, we
ave demonstrated that the CL spectra of CdTe NCs directly oxidized
y oxidant are identical with the PL spectra of CdTe NCs, namely, the
mitter is the excited state of CdTe NCs. For the present CdTe NCs
nhanced luminol–KMnO4 CL system, we suppose there possibly
xist two luminescent approaches. Firstly, the luminophor is the
xcited state of 3-aminophthalate molecule, luminophor of lumi-
ol CL system, and there have no energy transfer from excited state
f 3-aminophthalate to CdTe NCs during the CL reaction. In this case
dTe NCs participated in the enhanced CL reaction only as a sensi-
izer. The second one possibly involves in the energy-transfer from
xcited state of 3-aminophthalate to CdTe NCs and the final emitter
s the excited state of CdTe NCs. It is well known the maximum light
mission of luminol CL is around 425 nm. At the same time, CdTe
Cs possesses broad excite band, it is possible for it to accept the
nergy released from excited state of 3-aminophthalate and to be
xcited to its excited state.
We examined the CL spectra of luminol–CdTe NCs system in
he presence of KMnO4. A modified Model RF-5301 spectrofluo-
ometer was employed for the acquirement of the CL spectra (turn
ff the excitation light source). The results displayed (Fig. 5) that
here is only one peak emission around 425 nm for luminol–CdTe

ig. 5. CL spectra of luminol–KMnO4 in the presence of CdTe NCs (CL1) and
uminol–KMnO4 in the absence of CdTe NCs (CL2). Conditions: luminol, 1 × 10−5 M
in 0.01 M NaOH); KMnO4, 1 × 10−5 M; CdTe NCs, 1 × 10−3 M.
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ism in the presence of CdTe NCs and KMnO4.
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Table 1
Precision and accuracy for the recovery of spiked IgG in diluted human plasma
samples

Background
content
(10−6 M)

Added
concentration
(10−6 M)

Detected concentration
(mean ± S.D.) (n = 5)
(10−6 M)

Recovery
ratio (%)b

0.82a 0.8 1.63 ± 0.11 101.25
1 1.79 ± 0.17 97.00
3 3.89 ± 0.23 102.33
5 5.81 ± 0.21 99.80
7 7.86 ± 0.35 100.57

a The plasma sample was diluted 100 folds step by step.
b Recovery(%) = (Detected concentration − Background content)/Added concen-
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completed in about 1.5 h and the detection limit is enough for real
IgG samples detection.

Table 2
Analytical performance of the proposed inhibition CL system for the determination
of adrenaline, isoprenaline and ascorbic acid

Compound Linear rangea Calibration curve Correlation
coefficient
Scheme 2. Possible luminol CL mechan

Cs–KMnO4 system when scanned from 300 to 700 nm, which is in
greement with that of luminol–KMnO4 system. Moreover, the CL
ntensity of luminol–KMnO4–CdTe NCs system (CL1) is obviously
tronger than that of luminol–KMnO4 system (CL2), indicating
he sensitized effect of CdTe NCs on luminol–KMnO4 CL reaction.
ig. 3 gives the PL spectrum of CdTe NCs with a maximum emis-
ion around 565 nm. Based on these facts, we propose the main
mitter of luminol–CdTe NCs–KMnO4 CL system is closely related
o the excited state of 3-aminophthalate molecule with a char-
cteristic maximum emission of around 425 nm. The supposed
nergy-transfer process does not occur during the CL reaction, or
he light radiation from energy-transfer process is very weak and
annot be observed by the testing instruments used for CL spectra.

In general, the CL reaction mechanism of luminol oxidized by
xidant has been specified in many literatures [33,34].

In meanwhile, many literatures involving in the electrogen-
rated chemiluminescence of semiconductor nanocrystals have
ndicated that electron-transfer annihilation of electrogenerated
nion and cation radicals results in the production of excited states
35–37].

−• + R+• → R ∗ + R (1)

∗ → R + hv (2)

In the present system, we suppose that the oxidant KMnO4
an also oxidize CdTe NCs to produce the cation radicals R+•, or
xidized species (CdTe NCs)+•, which served as the sensitizer or co-
xidant of luminol–KMnO4 CL reaction to accelerate the enhanced
L radiation. Possibly due to the differences of the oxidation abil-

ty or energy-matching degree, for the proposed CdTe NCs induced
nhancement CL reaction, the stronger enhancement signals were
ecorded in the presence of KMnO4 instead of other studied oxi-
ants. Meanwhile, the use of KMnO4 as oxidant is probably in favor
f performing the luminescent approach of luminol rather than that
f CdTe NCs exciton luminescence.

Therefore, the possible mechanism of the enhanced CL reaction
nduced by CdTe NCs can be concluded in a simple form as showing
cheme 2. (R+• refers to cation radicals (CdTe NCs)+•).

At the same time, we found that Cd2+ can sensitize the CL of
uminol–KMnO4 system in a small magnitude. If the nanostruc-
ure of CdTe NCs was demolished to form Cd2+ by the oxidation of
MnO4, it would contribute to the CL of luminol–CdTe NCs–KMnO4
ith a few degrees. We also examined the response of capping

eagent, TGA, to the CL of luminol in the presence of KMnO4, and
ompared with that of purified CdTe NCs. The results showed that
he increased CL intensity induced by TGA is far small than that
f purified CdTe NCs at the same concentration. Therefore, it sug-
ested that the main factor enhancing the CL emission of luminol
n the presence of KMnO4 is CdTe NCs instead of TGA.

.3. Immunoassay of IgG
Based on the sensitized effect of CdTe NCs on luminol–KMnO4
L, as an application of CdTe NCs, we proposed using CdTe
Cs as label and IgG as model analyte for CL immunoassay. As
escribed in Section 2, CdTe NCs conjugated with anti-human IgG

A
I
A

N

ration × 100%. Conditions: luminol, 1 × 10−6 M (in 0.05 M NaOH); KMnO4,
× 10−6 M; flow rate, 2.0 mL/min; high voltage, −400 V.

nd a sandwich-type immunoassay procedure was developed for
uman IgG immunoassay. The principle of the noncompetitive CL

mmunoassay with CdTe NCs label is depicted in Scheme 1. Pri-
ary antibodies-specific anti-human IgG was immobilized on the

urface of gold substrates via nanogold and 1,9-nonanedithiol. The
uman IgG analyte was first captured by the primary antibody and
hen sandwiched by secondary antibody labeled with CdTe NCs.
ext, the unbound CdTe NCs-labeled antibody was discarded, and

he remained labeled CdTe NCs were quantitatively determined
y the proposed CdTe NCs sensitized luminol–KMnO4 CL reaction.
he CL signals were directly proportional to the amount of target
nalyte (human IgG) in the standard or samples.

Under the used conditions, calibration curves for the IgG
�I = 19.13 + 5.70 [IgG]·107 (M), R2 = 0.9913) show good correlation,
emonstrating the linear response over the concentrations tested
0.05–5 �M for IgG). The limit of detection, calculated based on
0 �L of a solution of calibrators, was 17 nM for IgG, with a signal-
o-noise ratio of 3. The relative standard deviation (R.S.D.) for 5
arallel determinations of 0.5 �M IgG on five gold substrates with
ame size and thickness was 5.1%.

Recovery experiments of standard human IgG from spiked
uman plasma samples listed in Table 1 also indicated the excel-

ent accuracy and precision of the proposed CdTe NCs labeled
L immunoassay method. Compared with some published IgG

mmunoassay methods, the proposed CdTe NCs method can be
drenaline 1 × 10−8 to 1 × 10−6 M �I = 86.783C + 1796.5 R2 = 0.9833
soprenaline 2 × 10−10 to 2 × 10−8 M �I = 9.0841C + 888.89 R2 = 0.986
scorbic acid 1 × 10−7 to 1 × 10−5 M �I = 19.895C + 1027.8 R2 = 0.9989

a Conditions: luminol, 1 × 10−5 M; KMnO4, 1 × 10−5 M; CdTe NCs, 5 × 10−5 M;
aOH, 0.1 M; flow rate, 2 mL/min; high voltage, −500 V.



Z. Wang et al. / Talanta 77 (2009) 1050–1056 1055

Table 3
Results for the determination of adrenaline and isoprenaline in commercial formulations

Sample Label (mg/ml) Found (mg/ml)a Proposed method Official method [29]

Adrenaline hydrochloride Injection 1 1 0.97 (±2.7%) 0.95 (±2.5%)
Injection 2 1 0.98 (±3.1%) 0.96 (±2.2%)
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soprenaline hydrochloride Injection 1 0.5
Injection 2 0.5

a Values are mean of three replicates (±R.S.D.).

.4. Inhibited CL determination of phenols compounds

Inhibited CL system was often developed for sensitive trace anal-
sis in various applications. In the present work, we investigated the
esponse of catecholamines and other phenols compounds as well
s ascorbic acid to luminol–KMnO4–CdTe NCs CL reaction.

As described in Section 2, a flow-injection CL set-up (Fig. 2)
as employed to get the response signals of these compounds
n luminol–KMnO4–CdTe NCs CL emission. The results revealed
hat the studied compounds, including dopamine, adrenaline,
oradrenaline, isoprenaline, catechol, resorcin, and hydroquinone,
s well as ascorbic acid could sharply inhibit the CL of
uminol–KMnO4–CdTe NCs system. We optimized the conditions
or the inhibited CL, and found that the optimal parameters for the
ow-injection inhibited CL system as follows: luminol, 1 × 10−5 M;
MnO4, 1 × 10−5 M; CdTe NCs, 5 × 10−5 M; NaOH, 0.1 M; flow rate,
mL/min; high voltage, −500 V. And the inhibited CL intensity

s linear with the concentration of some studied compounds in
ertain range, listed in Table 2. Due to the reductive properties
f the studied compounds, the inhibited CL mostly results from
he consumption of the oxidant KMnO4 in luminol–KMnO4–CdTe
Cs system by the studied compounds. Fig. 6 displayed a typical

ecording output for the measurement of isoprenaline with dif-
erent concentrations. Moreover, just owing to all these studied
ompounds can sensitively respond to the proposed CL system,
he strong luminol–KMnO4–CdTe NCs CL system therefore offers
he potential of being used as the post-column detector system for

he simultaneous determination of these compounds after HPLC or
apillary electrophoresis separation.

The proposed inhibited CL system was then preliminarily
pplied to the analysis of adrenaline and isoprenaline in their injec-

ig. 6. A typical recording output of the proposed inhibited CL system for the mea-
urements of different concentrations of isoprenaline hydrochloride. a, b, c, and d
orrespond to 2, 4, 6, and 8 nM, respectively. Conditions: KMnO4, 1 × 10−5 M; lumi-
ol, 1 × 10−5 M (NaOH, 0.1 M); CdTe NCs, 5 × 10−5 M; flow rate, 2.0 mL/min; high
oltage, −500 V.
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0.48 (±1.5%) 0.47 (±2.3%)
0.47 (±1.3%) 0.47 (±1.7%)

ion formulations. The results obtained by the proposed method are
hown in Table 3. They are in excellent agreement with the labeled
alues and compare well with the values obtained by the official
ethod [38].

. Conclusions

In summary, we observed the drastically sensitized effect of
dTe NCs on luminol CL in the presence of KMnO4. This provides us
ith a sensitive CL strategy to utilize CdTe NCs for more practical

pplications. According to PL and CL spectra, the sensitized CL was
uggested to be the accelerated luminol CL induced by the oxidative
pecies of CdTe NCs. As an application of the CdTe NCs sensitized
L, we successfully developed a sandwich-type CL immunoassay
f human IgG using CdTe NCs as label. Although the analytical per-
ormance, especially the sensitivity, of the immunoassay can not
e compared with the more sensitive protocols recently developed
or IgG immunoassay, but the sensitivity of the CdTe NCs presented
L can be further improved by modifying the reaction condition,

ncreasing the reaction substrate area or optimizing the nanostruc-
ures of CdTe NCs. We also observed the inhibited effect of phenols
ompounds and ascorbic acid on luminol–KMnO4–CdTe NCs CL
adiation. All the finding would be promising to broaden the appli-
ations of CdTe NCs sensitized CL into many cases, such as clinical
mmunoassay and DNA hybridization analysis, or as end-column
L detection system of HPLC and capillary electrophoresis.
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a b s t r a c t

New silver nanoparticles coated with EDTA (EDTA-AgNPs) have been synthesized by citrate reduc-
tion method and characterized by UV–vis spectroscopy, molecular fluorescence and scanning electron
microscopy (SEM). The derivatized nanoparticles show fluorescent emission and second order scatter-
ing (SOS) signals which in presence of nitrate are both attenuated. The SOS decreasing is greater than
vailable online 11 September 2008

eywords:
ilver nanoparticles
luorescent quenching
econd order scattering

its fluorescent quenching; considering this fact, a new ultra sensitive methodology using the derivatized
silver nanoparticles as sensor for nitrate determination has been developed. Under optimal established
conditions, a linear response has been obtained within the range of 6.4 × 10−4 to 3.0 �g mL−1 nitrate con-
centrations, with a detection limit of 1.8 × 10−4 �g mL−1. This novel technique provides a sensitive and
selective methodology for nitrate determination and has been satisfactorily applied to its quantification
in parenteral solutions.
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. Introduction

Nitrate is an important anion in environmental and biological
nalysis [1]. Because it has direct impact on health after chemi-
al transformations, excessive amount of the nitrate anion in water
upplies typically indicates pollution from sewage on agricultural
ffluents. The over exposure of infants to nitrates can lead to methe-
oglobinemia, commonly known as blue baby syndrome [2].
Nitrate analysis is commonly based on indirect determina-

ion after reduction from nitrate to nitrite, either by reducing
etals such as zinc [3] or by enzymatic reaction of nitrate reduc-

ase [4,5]. Several instrumental techniques for its determination
nclude chromatography [6,7], potentiometry [8], polarography [9],
aman spectroscopy [10], spectrophotometry [11], chemilumines-
ence [12,13] and spectrofluorimetry [14,15]. From these previously
entioned methods, spectrofluorimetry is the most sensitive for
race analysis, which is based on the diazotation reactions of nitrite
ith different reagents [16–19]. However, it has disadvantages such

s the toxicity of used reagents, time-consuming extraction pro-
esses and the presence of serious interferences [20].
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uímica y Farmacia, Universidad Nacional de San Luis, Chacabuco y Pedernera, 5700
an Luis, Argentina. Fax: +54 2652 430224.

E-mail address: lfernand@unsl.edu.ar (L.P. Fernández).

a
t
n

f
w
r
s
t
h

039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.08.035
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Since in parenteral solutions the bioavailability of pharmaceuti-
als is greatest, their contents have rapid and direct influence on
ealth. The development of sensitive methods for nitrate deter-
ination in liquid pharmaceutical formulations acquires main

mportance and constitutes a challenge for actual researcher.
Nanoparticles in liquid phase have long fascinated scientists

ecause of their novel chemical and physical properties [21–26].
articularly, silver nanoparticles have attracted the attention for
heir unique optical properties; particles size may influence all
hysical properties of such nanoparticles. One of the simplest
yntheses consists is the chemical hot reduction of silver salt
y the action of sodium citrate. Experimental conditions as
eagent concentrations, time and temperature of heating, clean-
iness of glassware must be carefully controlled to achieve stable
nd reproducible colloids. The obtained products tend to form
gglomerates and/or change the size or shape during the stor-
ge. As silver nanoparticles are fairly unstable in solution [27],
he derivatization step is necessary to obtain monodispersed
anoparticles.

For analytical chemistry, any signal, if its intensities have simple
unctional relationship with analyte concentration, can be applied

ith analytical purposes. The light scattering signals and fluo-

escence signals are twins in fluorospectroscopy and the light
cattering signals are frequently sources of interferences in spec-
rofluorimetry [28]. In recent years, the light scattering technique
as been increasingly applied to analytical chemistry; the most
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ommon method used is resonance light scattering. The strong
cattering of light at double incident wavelength (�em = 2�ex) is
amed as second order scattering (SOS) [29]. In fluorimetric analyt-

cal methodology, scattering signals can appear as potential spectral
nterference and the instrumental conditions are selected to mini-

ize this harmful phenomenon [30].
Since Liu et al. first studied SOS as an analytical technique and

pplied in the determination of metal ions in 1995 [31,32], it has
een used as a new analytical technique with application prospects
o ultra-trace determinations [33–36].

Till date no research has been reported on the quenching effect
f nitrate on fluorescence signal of silver nanoparticles or SOS
ecrease phenomenon. Based on this approach, a novel methodol-
gy for nitrate ultra-traces determination employing Ag-EDTA NPs
s luminescent sensor is presented. The novel nanomaterial has
een characterized by UV–vis spectroscopy, molecular fluorescence
nd SEM images.

. Experimental

.1. Apparatus

The SOS spectra and fluorescent intensities were measured on
RF-5301PC spectrofluorimeter (Shimadzu Corporation, Analytical

nstrument Division, Kyoto Japan) equipped with a Xenon discharge
amp and 1 cm × 1 cm quartz cell.

A pHmeter (Orion Expandable Ion Analyzer, Orion Research,
ambridge, MA, USA) Model EA 940 with combined glass electrode
as used for monitoring pH adjustment.

A Hewlett-Packard spectrophotometer with 10 mm optical path
ells was used to record UV–vis absorption spectra.

The microphotographies were taken from a screening electron
icroscopy model LEO 450 VP (Carl Zeiss).

.2. Reagents

All reagents and solvents were of analytical grade (Each origin
s specified in the text); ultra-pure water was provided from MiliQ
ystem.

.3. Synthesis and derivatization of silver nanoparticles

Silver nanoparticles were prepared by citrate reduction of
ilver nitrate as described in literature [37]. 17.0 mg of AgNO3
Sigma–Aldrich) was dissolved in 100 mL ultra pure water in a
50 mL tri-neck flask. The solution was heated to boiling with
hemisphere heating mantle under vigorous magnetic stirring.

fter boiling for 2 min, a 10 mL aqueous solution of sodium citrate
3 × 10−3 mol L−1, Sigma–Aldrich) was rapidly added to the flask.
he solution gradually turned yellow within a few minutes, indicat-
ng the formation of Ag nanoparticles. The solution was kept boiling
or an additional 6 min. After cooled, the solution containing the sil-
er nanoparticles was transferred to a 250 mL flask. 1.0 mL of EDTA
0.10 mol L−1, Merck) and 0.5 ml of NaOH (3.0 mol L−1) were added
nd the vigorous magnetic stirring was maintained for 30 min till
omplete reaction.

Immediately after adding the derivatizing reagent, the color
f reaction system turned to violet and after few minutes the
omogeneous colloidal solution suffered a flocculation process
orming flaks which were separated from the aqueous medium
y centrifugation to remove the excess of reagents. The deriva-
ized nanoparticles deposited on the bottom of centrifugal tube
ere removed with chloroform and collected in flask crystalliz-

rs. 100 mL of ultra pure water were added to each system. The
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agnetic stirring at 333 K was applied to contribute with the com-
lete removal of chloroform, obtaining a transparent solution of
erivatized nanoparticles.

.4. General procedure

0.50 mL Ag-EDTA NPs, 1.0 mL buffer Tris (0.10 mol L−1) and
itrate standard solution or 1.0 mL of sample solution were added
o graduated volumetric flasks and then diluted to 10 mL with ultra
ure water.

The synthesized Ag-EDTA NPs presented an excitation and emis-
ion maximum at 225 and 295 nm, respectively.

In order to choose the optimal SOS peak, different exciting wave-
engths, from 220 to 350 nm, were used; the SOS signals were
ecorded from 440 to 700 nm (�sos = 2�ex). 225 nm was chosen as
xcitation wavelength and 450 nm as measurement wavelength,
oth with slit width of 5 nm. All SOS intensities were measured
gainst the blank which was prepared in the same way.

.5. Pharmaceutical samples

The samples A and B were NaCl physiological solution (NaCl
.90 mol L−1) and dextrose isotonic solution (glucose 5%) respec-
ively for intravenous use, both purchased from Lab. Roux-Ocefa
Buenos Aires, Argentina).

. Results and discussion

.1. Formation of nanosized Ag particles

The use of EDTA allowed the stability of these nanoparticles to
e monodispersed in aqueous medium.

During the silver nanoparticles synthesis by conventional heat-
ng it was observed that after citrate was added, the color of reaction
olution changed from colorless to yellow, making evident the for-
ation of colloidal silver. SEM images (Fig. 1A) show that in this

nstance the particles which were nearly spherical were not well
eparated and stuck together to form many small groups. This
ypical behavior has been reported by other researchers [38,39].
he introduction of derivatization step resulted necessary to stabi-
ize the silver nanoparticles as monodispersed material in aqueous

edium.
The chelating reagent EDTA has been used as derivatizing

gent for obtaining stable nanoparticles [40]. This coater suffers
chemisorption process onto the surface of AgNP through car-

oxylate groups. The two oxygen atoms of the carboxylate groups
re coordinated symmetrically to the Ag atoms. The surface of
gNP remains negatively charged and, in presence of counter ions,
cquires an electrostatic double layer. This double layer provides
repulsive force enabling to silver colloid to be stable in aqueous

olution [41–43].
Attending that the possibility of using EDTA-AgNPs with analyti-

al purposes depends on obtaining nanomaterial of high pure grade,
t was necessary to add a purification step to eliminate all excess
f reactant. With this aim, concentrated NaOH aqueous solution
as added to EDTA-AgNPs solution and, after 15 min of reacting

ime, the flocculation process took place [38]. It was observed
hat the solution color changed immediately from yellow to vio-
ig flaks of nanoparticles, which facilitated the phases separation
y flocculation. This phenomenon was reversible once removing
he hydroxide by subsequently washing steps, obtaining a trans-
arent solution of monodispersed nanoparticles with average size
f 40 nm (Fig. 1B).
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ig. 1. SEM micrographics of synthesized AgNPs before and after of EDTA derivati-
ation. (A) AgNPs and (B) AgNPs-EDTA.

.2. Spectral characteristics of EDTA-AgNPs
UV–vis absorption spectra have proved to be quite sensitive to
he presence of silver colloids because these nanoparticles exhibit
n intense absorption peak due to the surface plasmon excitation
44]. The absorption band in visible light region (350–550 nm) is

Fig. 2. Absorption spectrum of synthesized AgNPs-EDTA (�max = 415 nm).

3
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c
q
f

F
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ig. 3. Fluorescence spectra and SOS spectra of AgNPs-EDTA in absence and pres-
nce of NO3

− . (a) Blank of the AgNPs-EDTA system (prepared as described in general
rocedure); (b) 1.25 �g mL−1 of NO3

−; (c) 2.5 �g mL−1 of NO3
− . Instrument condi-

ions: �ex = 225 nm; slits of excitation and emission, both 5 nm.

ypical for silver nanoparticles. With increasing particles size, the
lasmon absorption shifts toward red.

The EDTA-AgNPs obtained showed an UV–vis absorption spec-
rum with a maximum at 415 nm [27,35,45] (Fig. 2). Proceeding with
he spectral studies the synthesized nanomaterial was explored by
uorescent spectroscopy. These nanosized colloids presented an
xcitation and emission maximum at 225 and 295 nm, respectively
Fig. 3).

In presence of nitrate, the fluorescent emission decreased sig-
ificantly; simultaneously to the fluorescence quenching, the SOS
eak also decreased but in a more pronounced way (see Section
.3). This observation led to the development of an ultra sensitive
ethodology using the derivatized silver nanoparticles as lumines-

ent sensor for nitrate determination. Fig. 4 shows the SOS spectra
eginning at excitation wavelength of 220 nm in step of 5 nm, in
resence and absence of nitrates; the maximum �I is located at
25/450 nm for �ex/�em, respectively.

.3. Quenching proposed mechanism
There exist a wide variety of substances which act as quenchers
f fluorescence as well as different types of quenching pro-
ess. Nitrate is considered an electron scavenger. This kind of
uencher probably involves donation of electrons from the sur-
ace of nanoparticles to the quencher, deactiving the excitate state

ig. 4. SOS spectra of AgNPs-EDTA in presence and absence of NO3
− . (a) AgNPs-EDTA

ystem (prepared as described in general procedure); (b) system “a” with [NO3
−]:

.75 �g mL−1. Instrumental condition: slit of excitation, 3 nm; slit of emission, 5 nm.
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Table 1
Ksv valuesa for different experimental temperatures

Temperature (K) Ksv value (�g mL−1)

293 0.736
303 0.991
313 1.213
323 1.456
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When the time of AgNPs synthesis process is extended, a larger
size of nanoparticles is obtained and in the fluorescence spec-
a EDTA-AgNPs systems prepared and measured as described in general procedure;
NO3

−]: 0.00, 0.30, 0.60, 0.90, 1.20 �g mL−1.

esponsible of fluorescence [46]. It is well known that fluorescent
mission and SOS are associated phenomena; consequently the flu-
rescence quenching of EDTA-AgNPs by nitrates affects directly to
ts SOS signals.

In order to determine the quenching type, a study of the Ksv

Stern–Volmer constant) from the modified Stern–Volmer equa-
ion (Eqs. (1) and (2)) was carried out at different experimental
emperature conditions submerging the systems in thermostatic
ath.

Fo

F
= 1 + KsvCq (1)

tern–Volmer equation for fluorescent quenching, where Fo and F
re fluorescent emissions of the fluorofore in absence and presence
f the quencher respectively; Ksv is the Stern–Volmer constant; and
q is the concentration of the quencher.

Replace the term Fo/F by Io/I:

Io
I

= 1 + KsvCq (2)

odified Stern–Volmer equation for SOS decrease; where Io and
are SOS intensities of EDTA-AgNPs in absence and presence of
itrates, respectively.

The obtained Ksv values for each studied temperature are listed
n Table 1. The linearity of the Stern–Volmer plot, as the value of
sv which enhanced with increasing temperature (Fig. 5), indicated
hat the quenching mechanism of Ag-EDTA NPs by presence of
itrate is a single dynamic quenching [46].

The experimental results of decreasing SOS signals by nitrates
howed a good fit to Stern–Volmer plots, giving linear relationship

ith quencher concentration. Additionally, the SOS signals present

etter sensitivity than the fluorescent emission; thus, the SOS sig-
als were chosen for nitrate determination.

ig. 5. Influence of temperature on AgNPs-EDTA SOS signals in presence of nitrate.
NO3

−]: 0.00; 0.30; 0.60; 0.90; 1.20 �g mL−1. Instrument conditions: �ex = 225 nm;
em = 450.
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ig. 6. Influence of pH on �Isos of AgNPs-EDTA in presence of 1.25 �g mL−1 NO3
−;

uffer: Tris (1 × 10−2 mol L−1) adjusted with NaOH (d) or HCl (d).

. Optimization of analytical parameters

.1. Influence of pH

In order to study the influence of pH on the SOS signal, dif-
erent buffers (TRIS, borax, phosphoric acid/phosphate, and acetic
cid/acetate) were tested over pH range of 2.0–12.0 (Fig. 6). The SOS
ecrease value (�ISOS) enhanced with increasing pH. At pH 10.5,
ISOS reached a maximum value. Below pH 5.0, the �ISOS decreased

reatly and the EDTA-AgNPs solution color turn to red, regardless
he assayed buffer nature. This change in color accompanied with
athochromic shift of plasmon absorbance, indicated the growth
n the particles size [47]. The results showed that TRIS buffer pro-
okes the most intensive luminescence and consequently, the best
ISOS. Additionally, in this experimental condition, the stability of

he system was optimal. Thus, 0.10 mol L−1 TRIS buffer was used for
urther experiments.

.2. Effects of size and concentration of EDTA-AgNPs
rum, the huge dispersion of the light produces an increase of the
oise. After derivatization, the noise of fluorescent spectrum was

able 2
olerance of potentially interfering substancesa

oreign substance Tolerance (�g/mL) Relative error (%)

a+ 4600 −1.5
+ 310 −2.2
a2+ 100 +2.1
u2+ 3.10 −3.7
d2+ 5.60 +2.3
g2+ 30 +1.2

n2+ 0.91 +4.5
l3+ 16 +1.5
e3+ 6.70 −1.2
b2+ 0.20 +3.6
H3COO− 630 −2.3
O4

2− 1900 +1.6
lO4

− 1000 −2.6
O4

3− 550 +3.1
r− 650 −4.5
lucose 9000 +3.6

a Conditions: EDTA-AgNPs systems prepared and measured as described in gen-
ral procedure, with coexisting concentration of NO3

− of 0.1 �g mL−1.
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Table 3
Nitrate determination in parenteral solutions (recovery of the methoda)

Samples Base value Added (�g mL−1) Found (�g mL−1) Recoveryb ± R.S.D.c (%)

A – 0.000 0.006 –
0.006 0.250 0.252 98.43 ± 1.89
0.006 0.500 0.503 99.40 ± 1.77
0.006 0.750 0.768 101.50 ± 2.21

B – 0.000 0.009 –
0.009 0.250 0.263 101.54 ± 1.45
0.009 0.500 0.507 99.60 ± 2.10
0.009 0.750 0.749 98.68 ± 1.87
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a AgNPs-EDTA systems prepared and measured as described in general procedur
b Recovery = 100 × [(found-base)/added)].
c n = 6.

inimized; nevertheless, the decreasing of SOS and fluorescence
uenching for these nanoparticles in presence of nitrate was not
fficient. This phenomenon maybe due to the superficial activi-
ies diminution produced by the increase of the particles size and
imultaneously, the reduced capability of nitrate to produce the
eactivation process of the excited state.

The effect of EDTA-AgNPs concentration was studied for
.25 �g mL−1 of nitrate varying the volume of EDTA-AgNPs within
he range of 0.25–3.0 mL. The SOS signals in absence and presence
f nitrates (Io and I) were both enhanced with the increase of EDTA-
gNPs concentration, remaining �I practically constant. Therefore,

he concentration of EDTA-AgNPs chosen is given by the maximal
ntrinsic intensity obtained (blank signal) with constant excitation
nd emission slit widths. A volume of 1 mL EDTA-AgNPs was chosen
s optimal.

.3. Interference of foreign ions

The effects of the coexisting ions were tested according to the
tandard procedure and the results are listed in Table 2. The ions
ere considered no interference if the variation of the intensity
as <±5%. The results indicated that the most of assayed ions

ould coexist at high concentration with nitrite, and for substances
resent in tested real samples like NaCl and glucose, the devel-
ped methodology could tolerate higher level of concentration than
abeled values.

.4. Analytical performance

Under the optimal experimental conditions, calibration curves
or the determination of nitrate by SOS and fluorescence were
btained. By SOS decrease, the results showed a good linear
elationship over the range 6.4 × 10−4 to 3.0 �g mL−1. The lin-
ar regression equation was �Isos = 228.50 C (�g mL−1) + 0.84 with
egression coefficient r = 0.997. The limit of detection (LOD) and
uantification (LOQ) were calculated in accordance to the official
ompendia methods by k(Sb)/m, where k = 3 for LOD and k = 10 for
OQ, Sb is the standard deviation from 10 replicate blank mea-
urements (Sb = 0.0146) and m is the slope of the calibration curve.
he LOD estimated was 1.8 × 10−4 �g mL−1; while for quenching
f fluorescence emission the equation of calibration curve was
F = 34.40 C (�g mL−1) + 1, value means lost of sensitivity com-

ared with SOS technique.

.5. Nitrate determination in parenteral solutions
The proposed method was applied to nitrate present in 1.0 mL
ommercial parenteral samples solutions giving values of 6 ppb
f nitrate in sample A and 9 ppb in sample B. In order to vali-
ate the developed methodology, a recovery test was carried out

[
[
[
[
[
[

iving satisfactory results and presented in Table 3. Compared
o other methodologies for nitrate determination [8,48,49] the
resent work has lower detection limit with the additional advan-
age of direct analysis of sample without pretreatment.

. Conclusions

In this paper, a new modified silver nanoparticles (EDTA-AgNPs)
ave been synthesized and characterized (SEM, UV–vis and flu-
rescence spectroscopy). Through SEM images we could confirm
hat these EDTA-AgNPs were monodispersed in aqueous medium
n contrast to before be derivatized. The fluorescent quenching and
OS decrease of these nanoparticles by presence of nitrate was stud-
ed. Quenching mechanism was proposed for SOS phenomenon.
n innovative methodology was developed for ultra-trace nitrates
uantification and successfully applied for its determination in
ommercial parenteral solutions. The main advantage of the pro-
osed method is the possibility of direct nitrates determination
ith very good accuracy, sensitivity and tolerance, without the
eed of previous reduction to nitrite, neither any previous treat-
ent for samples used. The obtained results showed that the

DTA-AgNPs can be applied as sensor for nitrate determination in
eal pharmaceutical samples.
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a b s t r a c t

Sequential injection lab-on-valve (LOV) was first proposed for analyzing ultra-trace amounts of Pb using
differential pulse anodic stripping voltammetry (DPASV) with a miniaturized electrochemical flow cell
fabricated in the LOV unit. Deposition and stripping processes took place between the renewable mer-
cury film carbon paste electrode and sample solution, the peak current was employed as the basis of
quantification. The mercury film displayed a long-term stability and reproducibility for at least 50 cycles
before next renewal, the properties of integrated miniature LOV unit not only enhanced the automation
of the analysis procedure but also declined sample/reagent consumption. Potential factors that affect the
present procedure were investigated in detail, i.e., deposition potential, deposition time, electrode renew-
Lab-on-valve

Differential pulse anodic stripping
voltammetry
R
P

able procedure and the volume of sample solution. The practical applicability of the present procedure
was demonstrated by determination of Pb in environmental water samples.
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. Introduction

Differential pulse anodic stripping voltammetry (DPASV) has
roved a powerful method for the characterization and quanti-
ative detection of trace metals, analyte preconcentration onto a
orking electrode surface and metal deposition/stripping detec-

ion steps were involved during one electroanalytical circulation.
ompared with many other analytical techniques, this procedure
as recognized as the sensitive technique by features such as sim-
licity of use, great sensitivity and low cost of instrument [1,2].
owever, routine DPASV procedure was laborious and large sam-
le/reagent consumption when using batch mode operations, from
his respect, which was not suitable for expensive samples analy-
is.

Sequential injection lab-on-valve (SI-LOV) introduced by Ruz-
cka provided an excellent alternative for sample pretreatment
3–8], which integrated all necessary laboratory facilities for a
ariety of sample manipulation operations, precise liquid manipu-
ation, microliter levels sample and reagent consumption. So far,

he sequential injection LOV system has exhibited many practi-
al applications as the sample pretreatment front end [9–14]. In
alve renewable beads were utilized as adsorption materials to
eparate and preconcentrate trace analytes coupled to electrother-

∗ Corresponding author. Tel.: +86 514 87975587; fax: +86 514 87975587.
E-mail address: xyhu@yzu.edu.cn (X. Hu).
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al atomic absorption spectrometry (ETAAS) [15–18], inductively
oupled plasma mass spectrometry (ICPMS) [19], atomic fluores-
ence spectrometry (AFS) [20] and liquid chromatography (LC)
21], these schemes eliminated the disadvantages of the conven-
ional solid-phase extraction approaches. The lab-on-valve has also
roved to be a new platform for miniaturization of instrumentation,
miniature atomic fluorescence spectrometric in the lab-on-valve

ystem was designed for mercury and arsenic analysis, respectively
22–24]. In addition, by inserting optical fiber into the channels of

ulti-purpose flow cell in the lab-on-valve, fluorescence detection
ode can be obtained and the applications of the above-mentioned

rocedure were demonstrated by DNA detection and purification
25,26].

The purpose of this study is to develop a simple, low sam-
le/reagent consumption and automatic on-line anodic stripping
oltammetry detection procedure coupled with SI-LOV system. The
lectrochemical flow cell (EFC) was designed as a part of the LOV
nit, three electrodes were fabricated into the channels of LOV
FC, by on-line plating mercury solution onto the surface of carbon
aste working electrode, a rapid separation/enrichment and deter-
ination procedure can be achieved when the sample solution

assing through the EFC, the produced current during the strip-

ing step can be associated with the amount of the analyte in the
olution.

The feasibility of the established system was demonstrated by
ead detection in environmental water samples. It has been widely
ecognized that exposure to the excessive lead can result in high
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lood pressure and hypertension, damage to the brain and ner-
ous system with high levels of lead accumulation in their bodies
27,28]. In this respect, particular attention should be paid to screen
he concentration of lead in the environmental samples because of
heir irreversible deleterious effects on the natural environment
nd the health of human [29,30]. Thus, lead was chosen as a model
nalysis material. Compared with batch mode operations, not only
ample and reagent consumption were reduced, but also sampling
requency was enhanced, this characteristic is especially beneficial
or minimizing electrochemical sample/reagent consumption and
utomatic analysis.

. Experimental

.1. Instrument

The sequential injection lab-on-valve system used in the present
ork consists of three independent components, as described in

ig. 1. A FIAlab-3000 sequential injection system (FIAlab Instru-
ents, Bellevue, WA, USA) equipped with a 2.5 mL syringe pump

Cavro, Sunnyvale, CA, USA) was employed for sample and reagent
elivery. The central part of the system, i.e., a homemade LOV unit,
hich was made of transparent plexiglass, incorporated an electro-

hemical flow cell with a volume of ca, 200 �L. The sampling port
as set to port #3 while the waste was destined for port #8, the cen-

ral channel was connected to a holding coil and other remaining
orts were individually communicated with the central channel for
uidic arranged. The electrochemical signals measurements were
erformed with CHI660A electrochemical workstation (Chenhua

nstrument, Shanghai, China).
A detailed electrochemical flow cell configuration is illustrated

n Fig. 1, a three-electrode system consists of a 3 mm i.d. home-
ade carbon paste working electrode (CPE), a Ag/AgCl (3 mol L−1

Cl) reference electrode (RE) and a platinum wire auxiliary elec-

rode. These electrodes were encapsulated into the LOV unit in line
nd the CPE was placed in the middle of the flow cell. In addition,
he air bubbles in the solutions may adsorb on the electrode sur-
ace, which could cause negative effect in the deposition/stripping
rocedure. To minimize such effect, the port #7 of flow cell was

m
m
i
−
b

ig. 1. Flow manifold of the sequential injection lab-on-valve (LOV) system with an integ
tripping voltammetry.
(2009) 1203–1207

esigned to connect port #6 in the valve via a connecting tube, thus,
he air bubbles adsorption could effectively minimize through this
nterface design.

All externally used tubes were made of 0.8 mm i.d. PTFE tub-
ng (Upchurch Scientific, Oak Harbor, WA, USA) and the capacity
f holding coil was 2.5 mL. The operations of the sequential injec-
ion lab-on-valve and date acquisition systems were synchronously
ontrolled by FIAlab software and CHI660A Electrochemical Work-
tation for Windows, respectively.

.2. Chemicals

All reagents used were at least of analytical reagent grade, and
e-ionized water (18 M� cm−1) was used throughout.

A 1000 mg L−1 Pb stock solution were prepared by dissolv-
ng 0.1598 g Pb(NO3)2 (Jinshan Chemicals, Shanghai, China) in
00 mL 1% (v/v) nitric acid. A 500 mg L−1 Hg (II) stock solution
ere prepared by dissolving 0.06778 g HgCl2 (Tongyin Chemicals,
uizhou, China) in 100 mL 1% (v/v) hydrochloric acid. Working stan-
ard solutions were obtained by step-wise dilution. 0.1 mol L−1

cetate buffer (pH 4.6) was prepared by mixing the appropriate
mounts of sodium acetate (Shanghai Chemicals Co., Shang-
ai, China) and glacial acetic acid (99.5%, Shanghai Chemicals
o., Shanghai, China). De-ionized water was employed as carrier
tream and nitrogen gas (99.999%) was used for purging oxy-
en in a solution to provide an inert atmosphere inside the flow
ell.

.3. Preparation and activation of the carbon paste electrode

The working electrode was pretreated as follows: 0.5 g spectro-
copic grade carbon powder and 0.3 g silicone oil were blended in an
gate mortar and homogenized by a pestle, then the mixture were
rmly packed into a 3 mm i.d. PTFE tube, into which a copper wire
as plugged to establish electrical contact with the exterior equip-

ent. Prior to measurement, the electrode surface was polished
anually to obtain a fresh surface, then, the CPE was immersed

n the 0.5 mol L−1 H2SO4 supporting electrolyte and cycled from
1.0 to 1.0 V at the scan rate of 100 mV s−1 until the reproducible
ackground was obtained.

rated electrochemical flow cell for Pb determination with differential pulse anodic
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Fig. 2. The effects of chemical variables on the current intensity, the concentra-
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.4. The operating procedure

The flow manifold used for the determination of Pb was illus-
rated in Fig. 1, a total operating cycle runs through the following
teps:

.4.1. Mercury film preparation
600 �L HgCl2 solution from port #1 and 500 �L carrier solu-

ion from reservoir were sequential aspirated by syringe pump
nd stored in the holding coil, then the solutions were afterward
ispensed through port #6 and transferred into the electrochem-

cal flow cell at a flow rate of 5 �L s−1, a potential of −1.0 V was
ubsequently applied to the CPE for 3 min and a thin layer of
ercury film (MF) was plated onto the working electrode sur-

ace.

.4.2. Deposition/stripping
400 �L sample and 500 �L buffer solutions were sequential

spirated into holding coil at a flow rate of 20 �L s−1 via ports #3 and
4. Afterwards, the mixed solutions were immediately dispensed

hrough the electrochemical flow cell via port #6 at a flow rate of
7 �L s−1, the analyte were deposited onto the MF electrode sur-
ace which was held at a −0.9 V to form alloys, afterwards, the Pb
eposits were stripped from the electrode by scanning the potential
rom −0.9 to 0 V after a rest period of 10 s.

.4.3. Renewal of MF electrode
The main disadvantage of MF electrode is its surface struc-

ural changes caused by amalgam formation in conventional DPASV
nalysis, which directly deteriorated its analytical performance.
oreover, the time-consuming cleaning treatments procedure did

ot beneficial to rapid and automatic analysis. The construction
f renewal MF electrode in the LOV unit offered itself a suitable
andidate for solving the aforementioned aspects, that is, the elec-
rode surface was renewed to obtain the same electrochemical
urface before each measurement or the electrode performance
ecame deteriorated. In the present work, after ca, 50 deposition
nd stripping operation cycles, the MF was afterward directed to be
lectrochemically cleaned at a potential of 0.3 V for 20 s and another
ercury (II) solutions would be aspirated to form a new MF for the

nsuing processes.

. Results and discussion

.1. The optimization of the electrochemical parameters

In this assay, deposition time was tested for MF preparation, by
xing the concentration of mercury (II) at 500 mg L−1 and deposi-
ion potential at −1.0 V. The result indicated that only some areas
f the CPE were coated with a deposition time of 1 min. With
ncreasing deposition time up to 3 min, a thin layer of MF was
ull plated onto the CPE surface and high current intensity was
btained with good peak shape. Exceeding this deposition time,
.g., 5 min, the stripping shape, analytical precision became poor
nd the detection frequency was also reduced. After a compromise
ade by considering the analysis time and the current intensity,
deposition time of 3 min was employed for the MF prepara-

ion.
The supporting electrolytes were crucial to the performance of

tripping procedure and different kinds of solutions were tested,

ncluding hydrochloric acid, sulfuric acid, nitric acid, acetate buffer
nd phosphate buffer. In the present assay, acetate buffer was
ound to give stable and sufficient signal from sample solutions,
hich was used for subsequent experiments. The pH of buffer was

n important parameter for the stripping procedure, the effect of

i
b
s
t
s

0.9 V; deposition time, 70 s; sample volume, 400 �L; (B) pH, 5.0; deposition time,
0 s; sample volume, 400 �L; (C) pH, 5.0; deposition potential, −0.9 V; sample vol-
me, 400 �L; (D) pH, 5.0; deposition potential, −0.9 V; deposition time, 70 s.

cetate buffer pH on the stripping peak current was evaluated
rom 3.5 to 5.5. Fig. 2A demonstrated the relationship between
he peak signal and the pH of acetate buffer, the signal intensity
f the analyte increased with the pH from 3.5 to 5.0, thereafter,
decline of signal intensity was observed by further increas-

ng the pH up to 5.5. This phenomenon indicated that the ionic
trength of the supporting electrolyte had a large effect on the metal
ccumulation procedure. An appropriate pH value could enhance
he stripping current intensity. However, the metals would like
o form deposition compounds at a higher pH solution, resulting
n the decline of the signal intensity, similar results have been
lso reported [31,32]. For further experiments a pH of 5.0 was
sed.

The effect of the deposition potential on the peak current was
ested at a fixed Pb concentration of 20 �g L−1 and the results were
hown in Fig. 2B. It was obvious that the peak current intensity was
ystematically improved with the increasing of deposition poten-
ial with a range from −0.6 to −0.8 V, which afterwards remained
onstant with further increase of deposition potential until −1.0 V.
owever, when more negative deposition potential was employed,

he stability of peak current was deteriorated. This phenomenon
ould be explained by the reduced procedures of some other chem-
cals in the solution. Especially, the hydrogen evolution from the
lectrolyte solutions at such negative potential might destroy the
etal alloys deposited process and produced negative effect on

he subsequent signal determination [33]. Therefore the deposi-
ion potential of −0.9 V was selected as the best condition. The
ffect of deposition time was also studied and the obtained results
ere illustrated in Fig. 2C, an increase of analyte peak current was

chieved with a deposition time from 40 to 90 s. When deposi-
ion time exceeds 70 s, the peak current changed slowly and the
ackground current increased quickly. This can be attributed to the
ignal intensity would be limit to the defined volume and con-
entration of sample solution injected into the flow cell, which
ould resulted in the current signal obtained a maximal value
n such system. At the same time, the ratio of signal to noise
ecame poor with the deposition time prolonged, thus, a depo-
ition time of 70 s was employed for the ensuing experiments in
his assay, as a compromise of analysis frequency and signal inten-
ity.
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Table 1
Comparison of the linear range and detection limit of a few published methods for
determination Pb.

Electrode modifier Linear range
(�g L−1)

Detection limit
(�g L−1)

Reference

Poly(3,4-ethylenedioxythiophene) 5–300 0.5 [35]
A Nafion-coated bismuth film 4–36 0.17 [36]
Bismuth film 5–45 0.5 [37]
Bismuth nano-powder 3–300 0.07 [38]
Bismuth/poly(p-aminobenzene

sulfonic acid) film
1–130 0.8 [39]
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ig. 3. The stability of the MF obtained within 55 cycles in the sequential injection
ab-on-valve system. Pb concentration: 20 �g L−1; R.S.D.: 4.53% (n = 55).

.2. The optimization of the SI-LOV parameters

The influence of sample flow rate on the electrochemical pre-
oncentration process was researched. It was found that the current
ntensity increased linearly up to a sample flow rate of 17 �L s−1,
his phenomenon could be explained that less dispersion was
bserved at higher flow rate, though the sample solution remains
nside the flow cell for a long time at slower flow rate [34]. While
fterwards a worsen peak signal was encountered with further
ncrease in flow rate, probably due to the deterioration of MF on
he electrode surface, which would directly lead the system per-
ormance, e.g., repeatability and precision became unacceptable.
ccordingly, a sample flow rate of 17 �L s−1 was employed for fur-

her work.
The effect of sample volume ranged from 100 to 400 �L

as investigated. As illustrated in Fig. 2D, the current intensity
ncreased almost linearly up to 400 �L. However, if a too large
ample volume was employed, a longer sample loading and pre-
oncentration time should be demanded. With consideration to the
ignal intensity as well as the sample analysis frequency, a sample
olume of 400 �L was employed throughout.

.3. The renewal of the MF electrode

The experiments indicated that the MF electrode surface was
uite stable for dealing with the deposition and stripping proce-
ure even after 50 successive scans with only 600 �L mercury (II)
onsumption. From this aspect, it is rational to employ MF electrode
s a semipermanent component of the system and it is renewed
nly when peak current has been dropped during the stripping step
r the analytical performance of the system has deteriorated. As
llustrated in Fig. 3, after approximate 50 cycles, a rapidly declined
eak current was observed, after which an electrochemical rinsing
nd a electrode surface renewable procedures were carried out as
escribed in the previous operating procedure, where a fresh MF
as deposited and made ready for the next circulation.
.4. Effect of foreign species

To demonstrate the selectivity of the present developed proce-
ure, the potential interferences in environmental samples were

p
w
d
i
r

able 2
etermination of trace levels of Pb in environmental waters by on-line hyphenation of SI-

amples Determined by present method (�g L−1) S

ap water (n = 3) 1.09 ± 0.32 0
1

lim west lake water (n = 3) 3.68 ± 0.62 3
8

a The results were obtained at 95% confidence level.
raphite-Epoxy 100–500 10 [40]
ercury film 10–100 2.0 [41]
ercury film 1–100 0.43 This work

ested by adding various concomitant substances into a standard
olution containing 20 �g L−1 Pb. The tolerance level was defined,
s the relative error produced by concomitant species not exceeded
5%. The concentrations of alkali and alkaline earth metals in water

amples have no evident influences during the deposition and strip-
ing procedure. The common examined ions, e.g., 5.0 × 10−3 g L−1

f Co2+, Al3+, Cr3+, Mn2+, Ni2+, Zn2+, Cl−, Br−, I−, NO3
−, CO3

2−,
.0 × 10−3 g L−1 of Cd2+ and Cu2+ did not interfere (no tests for
igher concentration levels). In addition, the present results indi-
ated the coexisting organic ligands came from water samples also
ave no evident disturb in the determination of Pb stripping sig-
al because of their low concentration in water samples. From the
stimation results we can see the established system can be used to
nalysis practical samples without any masking reagent or dilution.

.5. Performance of the procedure

All the experimental parameters in the present protocol were
ptimized using a univariate approach by fixed sample/reagent
ow rate and concentration. The response was linear in the con-
entration range from 1.0 to 100.0 �g L−1 (R2 = 0.9989) for Pb
etermination. With sample consumption of 400 �L, a detection

imit of 0.43 �g L−1 (3�) was obtained with a precision of 3.14%
.S.D. at the level of 20 �g L−1, Regression equation of the calibra-
ion curves was ip = 0.0353CPb + 0.0219 (ip: 10−6 A, C: �g L−1) along
ith a sampling frequency of 45 h−1. Furthermore, the mercury film

n the electrode can be used at least 50 times before next renewal.
It is obvious that the linear range and detection limit of the

resent protocol are superior to or at least at the same level as
hose of the published procedures using other electrode modifier
ith detection by DPASV, which are summarized in Table 1. It is

lso worth mentioning that the mercury (II) consumption of this
ssay is considerably decreased, moreover, the sample economy is
vidently enhanced in comparison with the conventional electro-
hemical analytical system.

The developed procedure was validated by the analysis of two

ractical environmental samples: slim west lake water and tap
ater, which were filtrated through a 0.45 �m filter before imme-
iately analyzed after collection. The analytical results were given

n Table 2 and the spiked concentrations were obtained with good
ecoveries.

LOV with DPASVa.

piked (�g L−1) Found (�g L−1) Recovery (%) R.S.D. (%)

.50 1.58 ± 0.08 98.0 2.0

.00 2.12 ± 0.13 103.0 2.4

.00 6.75 ± 0.49 102.3 2.9

.00 11.99 ± 0.63 103.9 2.1
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. Conclusions

This paper has described a novel SI-LOV-DPASV approach, the
esign of the integrated electrochemical flow cell in the LOV
nit with renewable electrode surface manipulation made it as a
romising electrochemical detection platform. The total process-

ng was carried out in a closed channel system, which enhanced the
epeatability of analysis procedure and minimized sample/reagent
onsumption. The feasibility of the present study was demon-
trated by Pb determination in practical samples and the recoveries
or the spiked water samples were satisfactory. Nevertheless, tak-
ng into consideration the pollution of mercury solution, the limited

ercury solution consumption made it alternative electrode mate-
ial in the field of electrochemical analysis.
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a b s t r a c t

An on-line solid-phase extraction (SPE)-HPLC method was developed for simultaneous screening of
nicardipine and amlodipine in human plasma. A short monolithic poly(glycidyl methacrylate-co-ethylene
glycol dimethacrylate) [p(GMA-EDMA)]-based weak cation-exchange (WCX) column was prepared and
employed as the selective extraction sorbent, which exhibited good permeability and biocompatibility.
During the on-line SPE protocol, high-abundance proteins (human serum albumin, immunoglobulin G,
immunoglobulin A and transferrin) and most matrixes in plasma were fast removed while nicardip-
ine and amlodipine were effectively trapped on this monolithic column. Furthermore, the monolithic
WCX sorbent could be continuously reused more than 300 times without obvious changes in analytes
extraction and proteins cleanup. The proposed method was linear over a range of 0.5–50.0 ng mL−1 for
both analytes with a linear regression coefficient greater than 0.998, and the limit of detection (LOD)
for each analyte was 0.2 ng mL−1. Validation assays also demonstrated acceptable precision and adequate
n-line solid-phase extraction recovery for simultaneous quantitative screening of nicardipine and amlodipine in human plasma. Real
plasma samples from hypertensive patients receiving a dosing of 5 mg antagonists were examined by
using the proposed method. Results indicated that the on-line SPE-HPLC method could be applied for
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simultaneously monitorin

. Introduction

Nicardipine and amlodipine (Fig. 1) are calcium antagonists with
ighly potent vasodilating activity and have been widely used for
he treatment of hypertension, angina pectoris and cerebrovascu-
ar disease [1,2]. Because of their rapid absorption and extensive
iotransformation in the liver [3,4], dihydropyridine (DHP) drugs

ncluding nicardipine and amlodipine often display relatively low
oncentrations (typically at a level of nanogram per milliliter) in
uman plasma after chronic oral administration. Therefore, sensi-
ive and specific methods are essential for monitoring of DHP drugs
n clinical samples. Various approaches have been reported for the
uantitative analysis of nicardipine and amlodipine in plasma or

erum [5–10]. Nevertheless, most approaches involve laborious and
edious extraction procedures prior to HPLC detection, which highly
imits their applications in handling of a large number of samples
rom clinical researches. Fast and high-throughput sample pretreat-
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hongguancun North First Street 2, Beijing 100190, PR China. Tel.: +86 10 82627290;
ax: +86 10 62559373.
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icardipine and amlodipine in clinical plasma samples.
© 2008 Elsevier B.V. All rights reserved.

ent protocols are highly required. For this purpose, on-line SPE
ethods are proposed to enhance the analysis throughput and

ccuracy in virtue of their advantages of being less labor intensive
nd having better sensitivity [11,12].

Recently, a new type of SPE sorbents, monolithic material,
as attracted considerable attention in sample pretreatments due
o its superior porosity, good permeability and simple prepara-
ion [11]. Our previous studies [13–15] showed the preparation
f monolithic polymer columns and their versatile applications
n selective extractions of �-lactam antibiotics and �1-adrenergic
eceptor antagonists in human plasma and urine. We found that
uch biocompatible polymeric monoliths could greatly reduce the
ndesirable interactions between the stationary phase and the
atrixes (typically human serum albumin) in biological fluids, thus

llowing a great level of re-use, which was superior to the conven-
ional SPE sorbents such as ODS C18 and silica particles.

In this study, a poly(glycidyl methacrylate-co-ethylene gly-
ol dimethacrylate) [poly (GMA-EDMA)]-based monolithic weak

ation-exchange (WCX) column was prepared and subjected to
n on-line SPE for sample cleanup and analytes trapping. High-
bundance proteins in human plasma, including human serum
lbumin (HSA), immunoglobulin G (IgG), immunoglobulin A (IgA),
nd transferrin, were effectively eliminated whereas nicardipine
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when the six-port injector valve was on its “load” position, 50 �L of
spiked plasma standards was directly injected into the column, and
then 300 �L of 20 mM NaH2PO4 buffer (pH 7.2) was employed for
selected washing at a flow rate of 0.2 mL min−1 (Fig. 2a). The direc-
Fig. 1. Chemical structu

nd amlodipine were strongly retained, therefore the detection
ensitivity and accuracy were correspondingly improved. Coupled
ith the HPLC system, the proposed method was successfully

pplied to simultaneously screen nicardipine and amlodipine in
uman plasma.

. Experimental

.1. Chemicals and materials

Glycidyl methacrylate (GMA) and ethylene glycol dimethacry-
ate (EDMA) were purchased from Acros (NJ, USA). 2,2′-
zobisisobutyronitrile (AIBN) was produced by Shanghai Chemical
lant (Shanghai, China) and refined before use. 1-Dodecanol
nd cyclohexanol were from Fuchen Chemical Plant (Tianjin,
hina). Ethylenediamine and chloroacetic acid were obtained from
ingjin Chemical Plant (Beijing, China). Nicardipine, amlodipine,
itrendipine, nifedipine and nimodipine were kindly provided
y North China Pharmaceutical Co. (Shijiazhuang, China). Human
erum albumin (HSA), human immunoglobulin G (IgG), human
mmunoglobulin A (IgA) and transferrin were all purchased from
injingke Biotechnology Co. Ltd. (Beijing, China). Other reagents
ere all of analytical reagent grade. Water was prepared from a

riple distilled water system and solutions were filtered through a
.45 �m membrane before use.

.2. Preparation of the weak cation-exchange monolithic column

The monolithic WCX column was prepared as described else-
here [15]. Briefly, a polymerization mixture of 0.5 mL GMA, 0.5 mL

DMA, 0.25 mL dodecanol, 1.75 mL cyclohexanol and 30.0 mg AIBN
as prepared and homogenized in an ultrasonic bath for 10.0 min,

nd then purged with nitrogen for 5.0 min before being drawn by
he stainless-steel tube (50.0 mm × 4.6 mm i.d.). The tube was then
ealed at both ends and allowed to proceed at a 60 ◦C water bath
or 24.0 h. After the polymerization, the column was flushed with

ethanol to remove the porogen and other soluble compounds
resent in the polymer rod. Then a mixture of ethylenediamine

ith tetrahydrofuran (1:1, v/v) solutions and a solution of 14.0%

hloroacetic acid (pH 12.0) adjusted by sodium hydroxide were
umped through the column (at 0.05 mL min−1) in steps at 80 ◦C
or 24.0 h. Finally, the column was washed with 0.05 mol L−1 acetate
uffer followed by deionized water until the eluent was neutral.

F
m
“

the dihydropypidines.

.3. On-line SPE-HPLC procedure

The monolithic WCX rod was cut into 10.0-mm long pieces, and
ne of them was then fixed into a guard column (10.0 mm × 4.6 mm
.d.). Such column was used as an on-line SPE sorbent, which was
laced in the sample-loop position of the injection valve. Firstly,
ig. 2. Schematic diagrams of the proposed on-line SPE-HPLC method for the deter-
ination of analytes process. (a) “Load” position of six-port injector valve. (b)

Inject” position of six-port injector valve.
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ion of the mobile phase flow during this step was indicated by
rrows in the schematic. Most matrix materials (high-abundance
roteins) were removed from the column to waste, while the ana-

ytes were focused and retained on the SPE monolith. After 1.5 min
f washing, the six-port valve switched to “inject” position so that
he pre-column and the analytical support were coupled online,
s shown in Fig. 2b. The target analytes could be eluted in the
ack-flush mode by the mobile phase at an optimized flow rate of
.0 mL min−1, and then separated on the analytical column (Chro-
olith Performance RP-18e). Thus, a complete cycle of the on-line

PE pre-concentration and HPLC separation of the analytes was
ccomplished.

.4. HPLC analysis

Chromatographic investigations were carried out with a Shi-
adzu LC-20A HPLC system (Shimadzu, Japan) consisting of a

C-20AT HPLC pump and a SPD-20A UV–Vis detector. Data process-
ng was performed with a HW-2000 chromatography workstation
Nanjing Qianpu Software, China). Chromatographic separations

ere carried out on a Chromolith Performance RP-18e column

100 mm × 4.6 mm i.d. Merck Co.). The optimized mobile phase
as 20 mM NaH2PO4 buffer at pH 3.0 and methanol, 40:60 (v/v).

he flow rate was 1.0 mL min−1, and the detection wavelength was
54 nm.

m
a
u
o

ig. 3. Chromatograms for each protein at different pH. Experimental conditions: column
uffer with different pH; detection wavelength, 280 nm.
(2009) 1197–1202 1199

.5. Preparation of plasma samples

A standard stock solution (100 �g mL−1) of nicardipine and
mlodipine samples was prepared in methanol, and then diluted in
rder to obtain six working solutions from 10.0 to 1000.0 ng mL−1.
liquots of 1.0 mL of blank human plasma were spiked with 50 �L
ach of working solutions to yield the plasma standards corre-
ponding to 0.5, 1.0, 2.0, 5.0, 10.0, 50.0 ng mL−1. These calibration
tandard solutions were vortex-mixed for 2.0 min and allowed to
quilibrate at room temperature for 15.0 min.

Clinical plasma samples were obtained from anonymous hyper-
ensive patients receiving an oral administration of 5.0 mg of
icardipine or amlodipine, respectively. Then the plasma standards
nd the clinical samples were stored at −20 ◦C prior to be applied
n the on-line SPE-HPLC protocol.

. Results and discussion

.1. Online protein removal
Our previous study [15] showed that pH of the mobile phase
ight influence the surface electrical property of HSA, thereby

ffecting the retention of the protein on the WCX monolithic col-
mn. In the case of the human serum, albumin constitutes an
verwhelming content of the total protein. Even following albumin

, monolithic WCX column (50 mm × 4.6 mm i.d.); mobile phase, 20 mM phosphate
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emoval, serum still remains a complex protein mixture with the
nclusion of other high-abundance proteins (such as IgG, IgA, trans-
errin, haptoglobin, and antitrypsin) [16–18]. Collectively, these
our-highest abundance proteins (HSA, IgG, IgA, and transferrin)
onstitute over 85.0% of the human serum proteome [19]. Therefore,
emoval of these proteins represents a fundamental improvement
oward sample pretreatment of the biological fluids.

In this experiment, the effects of pH (phosphate buffer in the
obile phase) on the removal of the high-abundance proteins in

uman plasma were investigated, and the representative eluting
hromatograms were shown in Fig. 3. As seen in Fig. 3a, four pro-
eins were all retained on the column, and no peak was found when
he pH of the phosphate buffer in the mobile phase was 4.8. As pH
f the buffer increased to 5.8, only HSA (pI 4.9) was rapidly eluted
hile others were still retained. Subsequently, transferrin tended

o be unretained when the value of pH was 6.5 over its pI 5.7 and
luted together with HSA (Fig. 3c). IgG and IgA, whose pI are near
.0, were not eluted until pH of the mobile phase was above 7.1,
here the four proteins were all eluted at pH higher than their iso-

lectric point (Fig. 3d). The results had been explained previously
ither that retention was dominated by the interactions between
he negatively charged groups of the stationary phase and localized
ositively charged residues on the protein surface or that Donnan
otential effects determined the protein partitioning into the sta-
ionary phase [20]. In this study, a higher pH elution was needed
or removal of all four proteins at pH 7.2, with a high protein recov-
ry of over 90.0%. It should be considered that besides these four
igh-abundance proteins, theoretically, other acidic proteins found

n whole plasma [21], might also be eluted if the pH of the mobile
hase was above their pI. Thus it would be speculated that most
cidic matrixes were unretained and eluted rapidly at pH 7.2, the
ame as the four high-abundance proteins. Due to the removal of
roteins in human plasma, there was less interference with the
nalytes, therefore “cleaner” chromatograms and higher detection
ensitivity were obtained. In addition, due to the rapid removal of
he proteins from the biocompatible monolith, it suggested that
here was less undesirable irreversible adsorption between the

atrixes in biological fluids and the column. As a result, this kind of
PE sorbents could be used more than 300 times while the perme-
bility and the chemical property of the monolith were still suitable
or sample pretreatment.

.2. Characteristics of the monolithic WCX column

Due to the carboxyl groups at the surface of a hydrophobic skele-
on, the prepared monolithic column can provide selectivity for
lkali compounds mainly through ion-exchange and hydrophobic
nteractions. A total ion-exchange capacity of the column was cal-
ulated to be 1.6 mM g−1 according to the method described by Wei
t al. [22]. To demonstrate the special selectivity of the monolith,
ve dihydropyridines (DHPs), including nicardipine, amlodipine,
itrendipine, nimodipine and nifedipine were used for further eval-
ation by varying the pH or ionic strength of the mobile phase.

The effects of pH on the retention of five analytes were inves-
igated in Fig. 4. As can be seen, the analytes could be divided
nto two categories based on their chromatographic behaviors. Both
icardipine and amlodipine had a distinct change in the retention
ime within the pH range 2.0–7.0. However, the retention time of
he other three analytes (nitrendipine, nimodipine, and nifedip-
ne) kept almost constant during the experiments. This could be

ttributed directly to the changes in ionization of the carboxylate
roup on the polymeric monolithic stationary phase and the ana-
ytes. Considering the acid–base equilibrium of the analytes and
he surface groups on the monolithic WCX column, nicardipine and
mlodipine were dissociated due to their high pKa (8.6, 9.0, respec-

f
a
o
l
m

ig. 4. Effects of pH in the mobile phase on the retention times of the DHPs. Experi-
ental conditions: column, monolithic WCX column (50 mm × 4.6 mm i.d.); mobile

hase, 20 mM phosphate buffer with different pH; detection wavelength, 254 nm.

ively) at low pH, thus a strong interaction between the negatively
harged carboxylate functionality of the monolithic WCX column
nd the positively charged amine groups on the basic analytes took
lace. When the pH continued to increase to 7.0 near their pKa, they
ended to be in neutral forms, and the ion-exchange interaction
as reduced. However, the hydrophobic interaction between the

nalytes and the polymer main chains was intensified and compen-
ated for the reduction, leading to a slight decrease in the retention
ime [23]. On the other hand, nifedipine and the other two analytes
ere always in a state of deionization because of their low pKa

especially the pKa of nifedipine was below 1) during the whole
H range of the experiment. As a consequence, it was anticipated
hat the ion-exchange interaction was so weak that they had a con-
tant and short retention time on the monolithic stationary phase.
his result can probably be attributed to a number of interactions
mainly ion-exchange and hydrophobic interaction competition)
etween analytes and the stationary phase.

Further investigations were carried out into the effects of the
ifferent phosphate buffer concentrations in the mobile phase on
he retention times of the five analytes at pH 7.2, and the data
ere shown in Fig. 5. It could be seen that the retention time

f nicardipine and amlodipine decreased as the ionic strength of
luent increased, which is a typical behavior for separation of ana-
ytes in ion-exchange chromatography [24]. However, the retention
imes of the other three analytes had no obvious relation to the
onic strength of the eluent, which was also attributed to their weak
on-exchange interaction.

.3. On-line SPE-HPLC protocol

As described above, HSA, IgG, IgA, transferrin and other matrixes
n human plasma were rapidly removed when pH of the phos-
hate buffer in mobile phase was 7.2, where only nicardipine and
mlodipine could be strongly retained on the WCX monolith. There-
ore, nicardipine and amlodipine had been chosen for the next on
ine SPE-HPLC protocol. In the on-line SPE steps, the selective wash-
ng procedure was performed with 300 �L 20 mM NaH2PO4 buffer
pH 7.2). The protein matrixes in human plasma were removed

rom the column, whereas the two target analytes were focused
nd retained. If a higher pH value (>8) or larger amounts (>400 �L)
f the buffer were used for washing, lower recoveries of the ana-

ytes were found. When sample pretreatment was carried out by
eans of this on-line SPE procedure, two target analytes were back
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Fig. 5. Influences of phosphate buffer concentration on the retention times of the
DHPs. Experimental conditions were similar with Fig. 4, except the mobile phase
with various concentrations of phosphate buffer at pH 7.2.

Fig. 6. Chromatograms for the determination of 50 �L nicardipine and amlodipine
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Table 2
Concentrations of the target analytes in the clinical plasma samples

Sample Analytes Dosage (mg) Sampling time
(h)

Concentration
(ng mL−1)

Sample 1 Nicardipine 5.0 2.0 0.87
Sample 2 Amlodipine 5.0 6.0 1.45
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quality control (QC) samples at three different concentrations (0.5,

T
C

A

A
N

lasma samples at the concentration of 5.0 ng mL with buffer (b) and 50 �L blank
lasma without buffer (a). Mobile phase: 20 mM phosphate buffer at pH 3.0 and
ethanol, 40:60 (v/v); flow rate: 1.0 mL min−1; column: 100 mm × 4.6 mm i.d.; UV

etection at 254 nm.

luted off the monolithic column to the analytical column for chro-
atographic separation. The sample elution solvent employed was

0 mM NaH2PO4 buffer (pH 3.0)/methanol (40:60, v/v), in order
hat the target analytes could be rapidly eluted, and the band broad-
ning effect reduced before they entered the analytical column.
Under the optimized conditions, the on-line SPE-HPLC method
as applied for determination of nicardipine and amlodipine in
uman plasma samples, and the chromatograms are shown in Fig. 6.
rom Fig. 6b, most proteins in human plasma were cleaned up dur-

5
b
r
b

able 1
alibration curves, precision and recovery of analytes

nalytes Range (ng mL−1) Correlation coefficient Intra-day precis

0.5b 5.0b

mlodipine 0.5–50.0 0.9995 14.5 12.5
icardipine 0.5–50.0 0.9987 14.6 8.8

a Expressed as % relative standard deviation (R.S.D.).
b Concentration of the samples (ng mL−1).
ig. 7. Chromatograms of amlodipine (a) and nicardipine (b) in clinical plasma sam-
les. Mobile phase: 20 mM phosphate buffer at pH 3.0 and methanol, 40:60 (v/v);
ow rate: 1.0 mL min−1; column: 100 mm × 4.6 mm i.d.; UV detection at 254 nm.
Retention time (min)” was used as abscissa, while “mV” was as ordinate.

ng the online SPE step, while nicardipine and amlodipine were
ell separated from interfering matrix components within 6 min.
control experiment (blank plasma) was investigated using similar

onditions but without buffer eluting in the SPE procedure (Fig. 6a).
esults showed that this on-line SPE technique was a highly selec-
ive and efficient samples preparation method for proteins removal.

.4. Method validation

Quantitative analysis of nicardipine and amlodipine spiked in
uman plasma samples over the range of 0.5–50.0 ng mL−1 was
ccomplished using the on-line SPE-HPLC protocol.

Standard calibration curves were generated by spiking the stan-
ard solutions at six different concentrations of the two analytes

n plasma. The correlation coefficient for each regression equation
as better than 0.998 (Table 1). The limits of detection (LOD) and

uantitation (LOQ) calculated at a signal-to-noise ratio of 3 and 10
ere determined as 0.2 and 0.5 ng mL−1, respectively. The intra-day
recision was determined from the analysis on five independent
.0 and 50.0 ng mL−1), while the inter-day precision was calculated
y testing the same QC samples over three consecutive days. The
ecovery assays of the target analytes were assessed at 5.0 ng mL−1

y adding six replicates of the analyte standards to the blank

iona Inter-day precisiona Recovery (%)

50.0b 0.5b 5.0b 50.0b

2.9 20.5 13.7 5.2 83.0
4.6 14.9 10.7 8.9 75.5
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lasma. The results were shown in Table 1. The recoveries of two
nalytes were low, probably due to the serious adsorption between
nalytes and the glassware [25], however, the proposed method
howed acceptable results for quantitative assay.

.5. Clinical application

The proposed method was subsequently employed to analyze
eal clinical plasma samples. Samples were obtained from anony-
ous hypertensive patients who had taken orally 5.0 mg doses of

icardipine or amlodipine tablets, respectively. By interpolating the
eak area on the calibration curve, the contents of each analyte in
linical plasma samples were obtained as listed in Table 2, and the
hromatograms were shown in Fig. 7.

. Conclusion

In this study, a poly(GMA-EDMA)-based monolithic weak
ation-exchange column was successfully introduced into an
n-line SPE-HPLC protocol for removing high-abundance pro-
eins (HSA, IgG, IgA, and transferrin) and simultaneous screening
icardipine and amlodipine in human plasma. The developed
ethod was also validated with linearity, inter- and intra-precision,

ecovery and applied for real clinical plasma samples.
The proposed method could reduce sample preparation steps

nd enable effective pre-concentration and cleanup of biological
uids. Besides, due to the good permeability and biocompati-
ility of the monolithic column, this SPE sorbent could avoid
he undesirable interactions between the matrixes and the sta-

ionary phase, and be reused more times. Although the assay
f recovery was not satisfactory this on-line SPE-HPLC method
as still effective to remove most proteins in human plasma and

ppropriate for routine therapeutic analytes monitoring in plasma
amples.
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a b s t r a c t

SnO2 nanocrystalline material was prepared with a sol–gel process and thin films of the nanocrystalline
SnO2 were coated on the surface of bent optical fiber cores for gas sensing. The UV/vis absorption spec-
trometry of the porous SnO2 coating on the surface of the bent optical fiber core exposed to reducing gases
was investigated with a fiber optical spectrometric method. The SnO2 film causes optical absorption sig-
nal in UV region with peak absorption wavelength at around 320 nm when contacting H2–N2 samples at
high temperatures. This SnO2 thin film does not respond to other reducing gases, such as CO, CH4 and
other hydrocarbons, at high temperatures within the tested temperature range from 300 ◦C to 800 ◦C.
The response of the sensing probe is fast (within seconds). Replenishing of the oxygen in tin oxide was
demonstrated by switching the gas flow from H2–N2 mixture to pure nitrogen and compressed air. It takes
in oxide thin film
ol–gel
ydrogen sensing probe
V–vis absorption
dhesion
oO3

t

about 20 min for the absorption signal to decrease to the baseline after the gas sample was switched to
pure nitrogen, while the absorption signal decreased quickly (in 5 min) to the baseline after switching to
compressed air. The adhesion of tin oxide thin films is found to be improved by pre-coating a thin layer
of silica gel on the optical fiber. Adhesion increases due to increase interaction of optical fiber surface and
the coated silica gel and tin oxide film. Optical absorption spectra of SnO2 coating doped with 5 wt% MoO3

were observed to change and red-shifted from 320 nm to 600 nm. SnO2 thin film promoted with 1 wt% Pt
to CH

b
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t
s
d
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A
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s
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s
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oping was found to be sensitive

. Introduction

Metal oxide gas sensors are the most commercialized type of gas
ensors. Semiconductor metal oxides, such as tin oxide, zinc oxide,
itanium oxide, zirconium oxide, indium oxide, etc. have long been
nvestigated as sensing materials for sensing reducing gas, such as

2, CO, CH4 and other hydrocarbons, NH3, H2S [1–7]. These mate-
ials are usually made in the form of film, which is coated on a
ubstrate, such as a silicon wafer or a glass. Traditionally, the films
re insensitive to reducing gas at room temperature. However, if
eated to a temperature above 200 ◦C, the resistance of such a film
hanges when exposed to a reducing gas component [8]. The work-
ng temperature range for this type of sensor are usually from 200 ◦C
o 700 ◦C [9]. Tin oxide based semiconductor sensors have been

eported for sensing reducing gas for a long time, and commer-
ial products are available [10]. Titania (TiO2) based semiconductor
ensors have been used for sensing NO2, NO and CO [11,12] and sil-
con carbide film for sensing hydrocarbons [13]. These sensors can

∗ Corresponding author. Tel.: +1 662 325 2480.
E-mail addresses: qy8@ra.msstate.edu (Q. Yan), stao@wtamu.edu (S. Tao).
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4 containing gas.
© 2008 Elsevier B.V. All rights reserved.

e operated at temperatures from 300 ◦C to 700 ◦C or even higher,
nd can detect gas components down to ppm levels [14]. One of
he most important factors limiting the application of this class of
ensors is that the sensors’ lack of selectivity. SnO2 film sensors can
etect hydrocarbons, CO, NO and H2 without distinguishing them.
TiO2 semiconductor sensor responds similarly to NO, CO and NO2.
lthough efforts have been made to improve the selectivity of these
ensors, the results are not satisfactory [15,16].

Recently, optical fiber gas sensors for high temperature gas
ensing have been attracting attention owing to several advan-
ages over conventional electricity-based gas sensors. An optical
ber chemical sensor (OFCS) senses the existence and/or mea-
ures the concentration of a compound through detecting the
nteraction of the compound with light guided inside an opti-
al fiber. These interactions include the absorption of light by
he target compound, the excitation of the compound by light
uided inside an optical fiber, and scattering of light guided

nside an optical fiber caused by the compound. Therefore,
lmost all the traditional analytical spectroscopic techniques,
uch as ultra violet/visible (UV/vis) absorption spectrometry,
nfrared (IR) absorption spectrometry, Raman scattering spec-
rometry, and fluorescence (FL) spectrometry, can be used in
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FCS development [17]. In addition, evanescent wave interaction
ased fiber optical spectrometric techniques are well suited for
bserving surface phenomenon because penetration depth of the
vanescent wave is comparable to the wavelength (from several
undred nanometers to several microns) of light guided inside an
ptical fiber. Recent developments in surface plasma spectrometry
nd surface enhanced Raman spectrometry with fiber optical tech-
iques are examples of surface phenomenon observation [18,19].
he advantages of fiber optical sensor techniques over conventional
lectric sensors for high temperature gas sensing include immunity
o electromagnetic noise, less danger of fire ignition, capability of
emote sensing, compatibility with optical fiber techniques to form
ensor network, capability of selective sensing with spectroscopic
ecognition, and multi-component sensing [20–22].

The optical absorbance changes of nanomaterials have been
eported in gas atmospheres [23]. Yasumoto et al. [24,25] found
hat some gas-sensing semiconductors, which were synthesized by
ol–gel and sputtering methods, could change their optical trans-
ittance by exposure to nitrogen monoxide. For example, CoO/SiO2

anocomposite films were deposited on a quartz-glass substrate
ith pulsed laser deposition in Ar without heating of the sub-

trate. The optical transmittance changes caused by trace CO in dry
ir were measured in the wavelength of 625 nm at 350 ◦C using a
pectrophotometer with a special quartz cell. The reversible trans-
ittance change by 200 ppm as well as the sensing mechanisms
as studied [26]. Guo and Tao synthesized silver and palladium
anoparticles with reversed micelle techniques and immobilized
he metal particles in porous silica with sol–gel processes [27,28].
he obtained nanocomposite materials have been coated on the
urface of optical fibers for designing fiber optical sensors for
as sensing at ambient temperature. A Pd/SiO2 nanocomposite
oating has been used for selectively sensing hydrogen and an
g/SiO2 nanocomposite coating has been used for selectively sens-

ng ammonia [28]. Sensitivity and selectivity of metal oxide gas
ensors can be modified by doping a small amount of second or
hird components [29–32]. Usually the doping method is based on
he selection of the most effective catalyst that modifies some spe-
ific chemical reaction on the surface of the solid state gas sensor.

In this paper, we report the optical spectrometric response of a
anocrystalline SnO2 material coated on the surface of an optical
ber core to reducing gases at high temperatures. The nanocrys-
alline SnO2 material was coated on the surface of a bent optical
ber probe with a sol–gel process. A fiber optical evanescent wave
bsorption spectrometric method was used to observe the response
f the nanocrystalline SnO2 coating to gas samples containing
educing gas components at high temperatures. It was found that
he SnO2 coating absorbs UV light with peak absorption wavelength
t around 320 nm when exposed to hydrogen containing nitrogen
H2–N2) gas samples. However, this SnO2 coating does not respond
o other reducing gases, such as CO, CH4 and other hydrocarbon
ases, in the tested temperature range from 300 ◦C to 800 ◦C. To
he best knowledge of the authors, no reports are available on the
ptical properties of a semiconductor metal oxide film. Pre-coating
he optical fiber with a layer of silica gel was used to improve the

echanical strength of the tin oxide thin film. The influences of
dditional metal oxide MoO3, and Pt metal on the optical spectro-
etric response of the SnO2 film to hydrogen and methane gases
ere also investigated.

. Experimental
.1. Materials

Tin(IV)-isopropoxide (Sn[OC3H7]4) (10%, w/v) in isopropanol
72 vol%) and toluene (18 vol%), corresponding to the concentration

s
t
u
d
c

(2009) 953–961

f 0.23 M of tin-isopropoxide, was purchased from Alfa Aesar (USA)
nd used as received. A gold-jacketed optical fiber was received
rom Fiberguide Industries, Inc. (AFS300/330G, Stirling, NJ). This
ptical fiber has silica as a fiber core, porous silica as a cladding
nd a thin layer of gold on the top of the cladding as a jacket for
echanical protection. This fiber can work at temperature up to

00 ◦C. Gas samples (10 vol% H2–N2, 5 vol% CH4–N2, 10 vol% CO–N2)
ere obtained from AirGas Inc. (Marietta, GA).

.2. Instruments

An optical fiber compatible UV/vis spectrometer (Model SD-
000, Ocean Opticals Inc., Dunedin, FL) was used for recording
vanescent wave absorption spectrum of specially prepared opti-
al fiber probes. An optical fiber compatible deuterium/tungsten
ombo light source (Model DT-100 CE, Analytical Instrument
ystem Inc., Flemington, NJ) was used to provide light in the wave-
ength region from 200 nm to 850 nm for the UV/vis spectrometric
nvestigation. A split tube furnace (Model HST12/–/300/301, Carbo-
ite Inc., Watertown, WI) with a programmable controller (Model
ST 12/300, Carbolite Inc.) was used to control gas sample tem-
erature. A specially designed quartz tube flow cell (30 mm inner
iameter, 800 mm length) was used with this tube furnace. A
ynamic gas calibrator (Model 146, Thermo Environmental Instru-
ents Inc., Franklin, MA) was used to dilute a gas sample of high

nalyte concentration with nitrogen gas for making testing gas
amples of lower analyte concentrations.

.3. Preparing a bent optical fiber probe using a gold jacketed
ptical fiber

A bent optical fiber probe was prepared with a previously
eported procedure [33,34]. In order to make a bent optical fiber
robe, two ends of a gold-jacketed optical fiber were polished.
small part in the middle of the end-prepared optical fiber was

nserted into a flame to melt the golden jacket. The resulting opti-
al fiber core portion of the optical fiber was then further bent into
“U” shape while in the flame. After the optical fiber was cooled

o room temperature, the bent fiber core part was soaked in a solu-
ion of K2Cr2O7/H2SO4 for 30 min to wash off any organic materials
ossibly sticking on the surface of the bent part. The bent fiber
ore was then taken out from the solution and rinsed with deion-
zed (DI) water. The bent part of the fiber was further soaked in a
M NaOH solution for at least 24 h to activate its surface hydroxyl
roups.

.4. Coating nanocrystalline SnO2 material on the bent optical
ber core by sol–gel technique

Two coating methods were used for the tin oxide coating on
ptical fiber, in situ dip coating and ex situ sol–gel dip coat-
ng. These two coating methods were compared. Tin oxide coated
n the optical fiber surface can be processed via in situ sol–gel
ip-coating technique. For synthesizing pure SnO2 thin films, a
re-cleaned bent optical fiber probe was dipped in the solution of
in-isopropoxide in isopropanol and toluene. After the dip-coating
rocess, the probe was exposed to air for several hours. During this
rocess, tin-isopropoxide on the surface of the bent optical fiber
ore was hydrolyzed and a tin oxide gel was formed on the surface
f the fiber. The gel-coated fiber probe was then inserted into the

plit tube furnace and dried at 150 ◦C for 1 h while air was flowed
hrough the tube flow cell. The substrates were dip-coated again
sing the respective solutions under similar conditions and then
ried again at 150 ◦C for 1 h in air. Finally, the coated probe was
alcined at 600 ◦C in air for 1 h, and then cooled to room tempera-
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A
detector (TCD). However, all the processes were monitored and
measured by an on-line Quadrupole MS. Before starting TPR runs,
the sample, 0.02 g, was activated under flowing air at 600 ◦C for
60 min. TPR experiments were carried out at a heating rate of
10 ◦C/min. The reactive gas compositions were H2 (10.2 vol%)/Ar for
Q. Yan et al. / Tala

ure inside the furnace. Only thin film coating was obtained by this
echnique, the thickness of the film is under sub-micron level.

In order to obtain thick film coating, an ex situ sol–gel dip-
oating method was used. Tin oxide gel was first prepared via
ol–gel process: take 1 g of DI water in a bottle. Slowly add 1 g of
he solution of tin-isopropoxide in isopropanol and toluene into the
ottle, and then add 1 drop of 1 M HNO3 into the solution while stir-
ing for 1 h. Tin oxide gel was formed and ready for coating. Thick
lm coating can be obtained by dip coating tin oxide gel.

.5. Improve adhesion of the optical fiber to the tin oxide thin film
y pre-coating with a layer of silica gel film

Sol–gel technique has proved to improve the mechanical quality
f thin film deposited on the optical fiber surface. The pre-treated
ptical fiber was first coated with a layer of silica gel thin film.
he silica sol solution used in this work was made by hydrolyz-
ng TMOS with trace hydrochloric acid as a catalyst. To prepare
he sol solution: 2 ml of TMOS was mixed with 1 ml water (30 �l
f 0.1 M HCl solution was added) for ∼5 min. A clear solution was
btained after hydrolysis. This solution was used to coat the bent
art of the optical fiber. The silica gel coated optical fiber was
ried at room temperature in the air overnight, and then the SnO2
hin film was coated following the procedure described in Section
.3.

.6. Doping MoO3 and platinum on tin oxide thin films

Thin films of MoO3 and platinum-doped tin oxide were also pre-
ared by the sol–gel dip-coating experimental setup. 5 wt% MoO3
nd 1 wt% Pt were doped in the tin oxide thin film, respectively. The
oated probe was calcined at 600 ◦C in air for 1 h, and then cooled
o room temperature inside the furnace.

.7. Optical fiber evanescent wave absorption spectrometry
OF-EWAS)

The OF-EWAS is different from traditional optical absorption
pectrometry. When light travels through a fiber, total internal
eflection produces an “evanescent wave” on the interface between
he fiber core and the sol–gel coating. The evanescent wave is a kind
f wave tending to vanish along the direction perpendicular to the
nterface of the two media. In this method, a conventional optical
ber, which has a coating on the surface of the optical fiber core,

s used. The optical fiber core is used for sensing light from a light
ource to a sample, which is the cladding coated on the surface of
he fiber core. This specially coated fiber is connected with a light
ource and an optical fiber compatible optical spectrometer. The
ptical absorption signal of OF-EWAS can be described by using the
ambert–Beer law described by the following equation [35,36]:

EW = log
(

1
T

)
= �εCL = �εC

(
dp

n2 sin �/a(n2
1 − n2

2 sin2 �)
1/2

)

n this equation, AEW is the absorbance; T is the transmittance;
is the ratio of optical power flowing in the cladding over total

ight power guided through the optical fiber; ε is the absorption
oefficient of the analyte in the coating, C is the concentration of
he analyte; L is the length of the interaction, which equals the

enetration depth (dp) times the number of total internal reflec-
ions; the number of total internal reflections is calculated as

1/n2 sin �)/a(n1 − n2
2 sin2 �)

1/2
, as light travels a length of inside

he optical fiber; the penetration depth depends on the wavelength
f the incident light (�), the refractive indices of the fiber core

F
s
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n1) and the sol–gel coating (n2), and the angle of incidence (�)
ccording to the relationship:

p = �

2�

√
n2

1 sin2 � − n2
2

In an optical fiber the evanescent wave propagates in the sol–gel
in oxide coating parallel to the interface of the fiber core and the
ol–gel coating. The amplitude of its electric field decays exponen-
ially along the direction perpendicular to the incident plane. The
vanescent wave penetrates a certain distance into the sol–gel coat-
ng. The penetration depth describes the distance from the interface
o where the intensity of the evanescent field has decreased to 1/e
f the initial intensity. Hence the higher the penetration depth,
he higher is the sensing signal. The sensitivity of the fiber opti-
al evanescent field absorption sensor based on a U-shaped probe
ncreases with the decrease in the bending radius of the probe
37]. The increment occurs up to a certain value of the bending
adius which depends on the fiber numerical aperture and core
iameter. Therefore a U-shape bent probe was used in the current
xperiments.

.8. Investigating the optical spectrometric properties of the tin
xide thin film with an OF-EWAS

The optical properties of the SnO2 thin film were investigated
ith an OF-EWAS method. The optical absorption signal of the tin

xide coated on the surface of the optical fiber core is observed.
he instrument set-up for this investigation is shown in Fig. 1. Light
rom the deuterium/tungsten combo light source was connected to
ne end of the coated bent optical fiber probe. The second end of the
ent optical fiber probe was connected to the optical fiber compat-

ble UV/vis spectrometer. The coated bent optical fiber probe was
eployed inside the quartz gas flow cell which is inserted into the
plit tube furnace. During the test, the tube furnace was heated
o certain temperature and kept at the temperature. A gas sample
as flowed through the quartz flow cell and the optical absorption

pectrum of the coated optical fiber probe was recorded with the
ptical fiber compatible spectrometer.

.9. Characterization of the tin oxide thin films

Temperature-programmed reaction (TPR) of tin oxide was per-
ormed by means of an automated catalyst characterization system
utoChem II 2910, which incorporates a thermal conductivity
ig. 1. A diagram of the testing system for investigating the optical properties of
ol–gel derived silica optical fibers.
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PR. The TPR experiments were performed up to a temperature of
00 ◦C.

The physical properties (BET area, etc.) of tin oxide samples have
een determined by N2 adsorption–desorption (Quantachrome,
utosorb-1). Prior to measurements, the samples were degassed
t 300 ◦C overnight.

The morphology of the tin oxide samples was investigated with
scanning electron microscopy (SEM) equipped with an energy-
iffusive X-ray spectroscopy (EDX) attachment (JEOL JSM-6500F),
hich could simultaneously provide the surface elemental com-
osition information. Tin oxide coated optical fiber samples were
re-coated with gold before introduced into the vacuum chamber.
dhesion was measured by direct pull-off (DPO) method [38].

. Results and discussion

.1. SnO2 thin film structure, morphology and properties

The surface morphology of the SnO2 coating on the bent optical
ber probe and the thickness of the coating were analyzed with
EM. Fig. 2a shows a SEM image of the SnO2 thin film coated on an
ptical fiber surface by in situ sol–gel coating. Detailed SEM analysis
as conducted for the SnO2 film (Fig. 2b) to determine the nature of

he crystalline aggregates that were observed. The particle diam-
ter evaluated from Fig. 2b was found to be 10–20 nm. The SnO2
hin film in Fig. 2b is homogeneously dispersed and porous net-
ork version over the optical fiber surface. It can be seen clearly

hat the crystalline SnO2 crystal clusters in the SEM image. The
hickness of the coating is below 1 �m (Fig. 2c). Thick film coating
an be obtained by ex situ sol–gel coating with alumina sol–gel. The
oating thickness can be between 1 �m and 5 �m. The BET surface
rea of the tin oxide sample was 129.75 m2/g.

The reducibility of the fresh tin oxide was examined by temper-
ture programmed reduction. Prior to temperature programmed
eduction experiments, the tin oxide sample was activated under
owing O2 (10 vol%; balance He) at 600 ◦C for 90 min. TPR experi-
ents were carried with a heating rate of 10 ◦C/min. The reactive

as compositions were H2 (10.2 vol%/balance Ar). Fig. 3 shows TPR
rofiles of the fresh tin oxide prepared by sol–gel method. At least
hree hydrogen consumption regions are observed in the tin oxide
rofile. The first region is from 120 ◦C with peak centered at around
70 ◦C and could be attributed to the reduction of chemisorbed oxy-
en or surface hydroxyl on the tin oxide surface. The second region
f hydrogen consumption is observed at 400 ◦C, this peak can corre-
pond to surface O2− species in tin oxide. Bulk SnO2 shows a broad
eduction band with one peak at ∼850 ◦C.

.2. OF-EWAS of SnO2 coating exposed to reducing gas at 600 ◦C

The optical absorption spectrum of the SnO2 coating on the sur-
ace of a bent optical fiber probe exposed to a 1 vol% H2–N2 gas
ample was investigated by using optical fiber evanescent wave
bsorption spectrometry. In this experiment, the temperature of
he furnace was kept at 600 ◦C. Pure N2 gas was first flowed through
he quartz flow cell and light intensity guided through the SnO2
oated bent optical fiber probe was recorded as reference intensity.

1 vol% H2–N2 gas sample was then flowed through the quartz
ow cell and the absorption spectrum of the coated optical fiber
as recorded. Fig. 4 shows the recorded evanescent wave absorp-
ion spectrum in UV/vis region. In the UV/vis region, an absorption
pectrum with peak absorption wavelength at around 320 nm was
ecorded when a 1 vol% H2–N2 gas sample was flowed through the
uartz flow cell, while there is no absorption peak was found when
he tin oxide thin film coated optical fiber was exposed to either

U
e
t
t
d

Fig. 2. SEM image of the coated SnO2 thin film over an optical fiber.

f CH4–N2 or CO–N2 gas samples. When the SnO2 coating on the
ptical fiber probe was exposed to nitrogen gas samples contain-
ng 5% CH4, there was no optical absorption signal observed in the
V/vis region. When the SnO coating on the optical fiber probe was
2
xposed to nitrogen gas samples containing 5% CO, optical absorp-
ion signal in the UV/vis region was not observed even when the
emperature of the gas sample was increased up to 800 ◦C. In tra-
itional semiconductor metal oxide membrane sensors, almost all
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Fig. 3. TPR spectra of tin oxide prepared by sol–gel technique.

he reducing gases cause the change of resistance of the film. These
ensors can only detect the existence of reducing gases, but cannot
iscriminate between the gases, and therefore, the sensors lack of
electivity for sensing individual reducing gases. From the recorded
vanescent wave absorption spectra in this work, it is clear that the
ptical absorption spectrum can be used as a finger-print to dis-
riminate between H2, CH4 and CO, and selective sensing of these
ases can be achieved.

.3. OF-EWAS of SnO2 coating exposed to reducing gas at
ifferent temperatures

The optical properties of the SnO2 coating on the optical fiber
robe exposed to reducing gas at different temperatures were

nvestigated following the method described above. When a 1 vol%
2–N2 mixture was used as a sample gas, the SnO2 coating starts

o show absorption signal from ca. 300 ◦C. The intensity of the
bsorption signal increased with the increase of temperature in
he tested range up to 800 ◦C (Fig. 5). It is expected that with the
ncrease of temperature more hydrogen molecules diffused into the

ores of the SnO2 coating, will be decomposed and more nascent
ydrogen atoms are available to react with surface absorbed oxygen

ons. Thus, with the increase of temperature, the absorption signal
ncreased. It was also observed that with the increase of tempera-
ure, the peak absorption wavelength of the absorption spectrum

ig. 4. UV–vis absorption spectra of a SnO2 thin film optical fiber sensor response
o 1 vol% H2, 5 vol% CH4 and 5 vol% CO in N2 flows at 600 ◦C, respectively.
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ig. 5. UV–vis absorption spectra of a SnO2 thin film optical fiber sensor response
o a 1 vol% H2–N2 flow under different temperatures.

as a little red-shifted. The peak wavelength shift was considered
o be the result of energy level shifting accompanying the increase
f temperature.

.4. Calibration of the SnO2 coating on the optical fiber probe for
uantitatively sensing H2 in an inert gas sample

The evanescent wave absorption signal of the SnO2 coating on
he surface of the optical fiber probe in UV/vis region has been
valuated for quantitatively sensing hydrogen concentration in a
itrogen gas sample. In this test, the 10 vol% hydrogen contain-

ng nitrogen gas sample was diluted with pure nitrogen by using
he dynamic calibrator and the obtained gas samples were flowed
hrough the quartz cell inside the split tube furnace. The temper-
ture of the furnace was kept at 600 ◦C. The obtained absorption
pectra of the probe exposed to nitrogen gas samples containing
ydrogen of different concentrations are shown in Fig. 6a. With the

ncrease of hydrogen concentration in the gas sample, the absorp-
ion signal increased. The relationship of the absorbance (Abs.)
ith the concentration of hydrogen (CH2 ) in the nitrogen sample is

hown in Fig. 6b; these data were calibrated; the calibration curve
an be described by follow equation:

bs. = 0.082 ln(CH2 ) + 0.145.

.5. OF-EWAS and response times of thick and thin SnO2 coating
lms exposed to reducing gas

Fig. 7a shows the dependence of sensitivity to 1 vol% H2 in N2
nder 600 ◦C operating temperature for the thick coated and thin
lms spin-coated tin oxide and sintered at 600 ◦C. The maximum
bsorbance of tin oxide film in H2 flow increased with increasing
he thickness of the film.

The time response of the SnO2 coating on the bent optical fiber
robes for sensing H2 in a nitrogen gas sample was tested. In
his test, the source gas sample was switched from pure N2 to

vol% H2–N2 mixture and the evanescent wave optical absorp-

ion signal of the SnO2 coated bent optical fiber probe deployed
nside the quartz gas flow cell was continuously monitored. The
ecorded result is presented in Fig. 7b. As shown in Fig. 7b, under
he experimental conditions in this study, the absorption signal
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ig. 6. UV–vis absorption spectra of a SnO2 thin film optical fiber sensor response to
as-sensitive absorbance of the thin film optical fiber sensor and the concentration

f the thin film reaches the steady-state signal intensity within
0 s, while it takes the thick film more than 10 min to achieve
teady absorbance. The volume of the quartz flow cell used in
his work is 0.24 L. The flow rate of the gas sample is 1 L/min.
he change of hydrogen concentration in the flow cell from zero
pure nitrogen) to 1% needs approximately 1 min under the exper-
mental conditions used in this work. Therefore, the response
ime of the SnO2 coating for gas sensing should be within sec-
nds.

The response time of this SnO2 coating for sensing H2 is faster
ompared with the response time of some reported semiconduc-
or metal oxide membrane based sensors [16,26]. It was believed
hat the capability of using a very thin SnO2 coating in this work is
esponsible of this fast response of this sensing technique. In opti-
al fiber evanescent wave absorption spectrometry, the penetrate
epth of evanescent wave is comparable to the wavelength of the

ight guided through the fiber. Therefore, it is possible to using a
oating with thickness in the sub-micron range as a sensing film.

.6. Replenishing of oxygen in tin oxide thin films

The restoring of oxygen in the tin oxide thin films was inves-

igated in this study. When the sample gas was switched from
vol% H2–N2 to nitrogen, the optical absorption signal decreased
ith time. Fig. 8 shows the recorded changes of the absorbance

ignal. It takes about 20 min for the absorption signal to reach
he baseline after the gas sample was switched to nitrogen since

g
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s

ig. 7. Typical UV–vis absorption spectra of SnO2 thin film and thick film coated optical fibe
f SnO2 thin film and thick film coated optical fiber sensors to a 1 vol% H2–N2 flow at a w
2 flows with different H2 concentrations at 600 ◦C (a) and correlation between the
at a wavelength of 320 nm (b).

here is trace of oxygen/moisture in nitrogen gas (Fig. 8a). If the
as sample was switched to compressed air, the absorption sig-
al decreased quickly (in 5 min) to the baseline (Fig. 8b). These
esults also suggest that the change of surface-adsorbed oxygen-
on concentration is responsible for the probe’s ability to sense H2
as.

.7. Improvement in the mechanical properties of tin oxide thin
lms with SiO2 modification

Numerous researchers have reported the electrical and optical
roperties of tin oxide but very few on the mechanical proper-
ies. Adhesion is one of the important properties, which provides
he information about the interaction between the film–substrate
nterfaces. The adhesion of the tin oxide thin film to the surface of
he optical fiber was investigated. The adhesion was measured by
irect pull off method [38]. The adhesion of tin oxide thin films to
he optical fiber is around 3.8 × 105 N/m2, while the adhesion of the
hin films to the optical fiber pre-deposited with a layer of silica gel
s above 5 × 105 N/m2. So, a SiO2 thin layer can improve the adhe-
ion of the contacts to the SnO2 film, adhesion increases may due to
ncreased interaction of optical fiber surface and the coated silica

el and tin oxide film. Fig. 9 presents the UV–vis absorption spectra
f a SnO2 thin film optical fiber sensor pre-coated with a layer of
ilica gel response to H2–N2 flows at 600 ◦C, it is found that pre-
oated a layer of silica gel does not change the UV–vis absorption
pectra of the tin oxide thin film.

r sensor response to a H2–N2 flow at 600 ◦C (a) and time response of the absorbance
avelength of 320 nm under 600 ◦C (b).
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ig. 8. UV–vis absorption spectra of a SnO2 thin film optical fiber sensor recovery res
f the absorbance of SnO2 thin film coated optical fiber sensors from 1 vol% H2–N2 fl

.8. Effects of 5 wt% MoO3 doping on the optical absorption
pectra of the SnO2 thin film exposed to reducing gas

Doping is one of the strategies to tune the sensitivity and selec-
ivity of SnO2-based gas sensors. The dopant used was 5% by weight
f MoO3 in this study. The influence of MoO3 is illustrated in Fig. 10
y the UV–vis absorption spectra of a SnO2 thin film optical fiber
ensor doped with 5 wt% of MoO3 response to 1 vol% H2–N2 and

vol% CH4–N2 flows at 600 ◦C. It was observed that with doping
wt% MoO3, the peak absorption wavelength of the absorption

pectrum to hydrogen has been widened from 230 nm to 850 nm,
nd peak red-shifted to 600 nm. The peak wavelength shift was con-

ig. 9. UV–vis absorption spectra of a SnO2 thin film optical fiber sensor pre-coated
ith a layer of silica gel response to H2–N2 flows at 600 ◦C.

s
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w

from 1 vol% H2–N2 flow to a (a) N2 flow, (b) air flow at 600 ◦C and (c) time response
t a wavelength of 320 nm under 600 ◦C.

idered to be the result of energy level shifting accompanying the
opants. There is no absorbance for the MoO3 modified tin oxide
lm to CH4 in UV–vis range under operation conditions.

.9. Effects of Pt doping on the optical absorption spectra of the
nO2 thin film exposed to reducing gas

The influence of 1 wt% Pt is illustrated by the UV–vis absorption
pectra of a SnO2 thin film optical fiber sensor doped with 1 wt% of
t response to 1 vol% H2–N2 and 5 vol% CH4–N2 flows at 600 ◦C in

ig. 11. It was observed that with doping 1 wt% Pt, the peak absorp-
ion wavelength of the absorption spectrum to hydrogen has been
ed-shifted to 625 nm. The peak wavelength shift was considered
o be the result of energy level shifting accompanying the dopants.

ig. 10. UV–vis absorption spectra of a SnO2 thin film optical fiber sensor doped
ith 5 wt% of MoO3 response to H2–N2 and N2–CH4 flows at 600 ◦C.
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ig. 11. UV–vis absorption spectra of a SnO2 thin film optical fiber sensor doped
ith 1 wt% of Pt response to H2–N2 and N2–CH4 flows at 600 ◦C.

here is an absorption peak centered at 400 nm for the Pt doped tin
xide film to CH4 in UV–vis range under operation conditions.

. Discussion

Tin oxide is one of the transparent conductive oxides. The oxide
lms are stable, strongly adherent to the substrate, mechanically
ard and resistant to moisture and acids [39,40]. SnO2 is also an
nusual material that is both electrically conductive and visually
ransparent [41,42]. Tin oxide films have large transmittance in the
isible region of the electromagnetic spectrum as a consequence of
he large band gap. Owing to its outstanding electrical, optical and
lectrochemical properties, SnO2 is extensively used in many appli-
ations such as catalytic support materials, transparent electrodes
or flat panel displays and solar cells and gas sensors. In particular,
nO2 thin films have drawn much interest because of their poten-
ial application in microsensor devices [43]. Optical and structural
roperties of tin oxide films has been reported [44]. In the UV/vis
egion, an absorption spectrum with peak absorption wavelength
t around 320 nm was recorded when a 1 vol% H2–N2 gas sample
as flowed through the quartz flow cell.

The most possible cause of the change of band gap could be
elated only with oxygen species in the tin oxide thin film. We can-
ot identify which one of the two species O2

− or O− are the most
ssential for an increase of the optical absorption. The observed
ptical absorbance signal may be associated with a decrease in
he surface-adsorbed oxygen-ion concentration on the tin oxide
urface while some oxygen vacancies are generated in the tin
xide during its interaction with H2. The optical absorbance peak
ecreased to baseline as the recovery of the oxygen in tin oxide thin
lms indicates that the change of oxygen species concentration is
esponsible for the probe’s ability to sense H2 gas.

It is well-known that oxygen-ions exist on the surface of semi-
onductor metal oxide particles [45,46]. The propensities to reduce
he oxygen species present on the tin oxide were investigated by
PR. The reduction of tin oxide by H2 takes place between 30 ◦C and
00 ◦C as is shown in Fig. 3. Three distinct hydrogen uptake peaks
ccurred at Tmax = 270 ◦C, 400 ◦C and 850 ◦C, respectively. The pres-
nce of three reduction peaks may indicate the presence of three
ifferent oxygen species on tin oxide. The peak centered at around

◦
70 C could be attributed to the reduction of chemisorbed oxygen
r surface hydroxyl on the tin oxide surface. The hydrogen con-
umption peak observed at 400 ◦C can correspond to surface O2−

pecies in tin oxide. Bulk SnO2 shows a broad reduction band with
ne peak at ∼850 ◦C.
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a
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Tin dioxide is generally used in gas sensing applications due to
ts environment dependent surface chemistry. The oxygen chem-
stry at the grain surfaces of the porous SnO2 materials is strongly
ependent on the surrounding gas atmosphere and the process
ariables, and it is reflected in the easily measurable electric con-
uctance, and in the optical absorption in this study.

The porous surface of the SnO2 thin film has a high surface area
f 129.75 m2/g. It has strong tendency to react with H2 molecules
rom the gas phase. Hydrogen with the smallest molecular size
an easily pass through the surface dense layer, is activated on the
urface of tin oxide and reacts very quickly with surface adsorbed
xygen species with negative charges, resulting in water and free
lectrons. When hydrogen gas diffused into the porous SnO2 coat-
ng, hydrogen molecules were decomposed on the tin oxide surface
o hydrogen atoms, which lose electrons to the conduction band of
emiconductor oxide. The generated protons get associated with
he surface-adsorbed oxygen ions and hop from one oxygen ion to
nother. Two adjacent OH groups condense and eliminate H2O. In
he process, net one electron is injected into the conduction band
f SnO2 film, reduces the film’s resistance and changes the energy
and gap of the tin oxide, therefore, there comes an absorption
pectrum for tin oxide film when it contacts with hydrogen. At
igher temperature, tin oxide is subjected to severe reduction even
t a low hydrogen gas concentration (∼100 ppm) because hydrogen
s more effectively diffused and interaction with oxygen in tin oxide.
s a result, tin oxide is exposed in a vigorous reduction atmosphere,
ith hydrogen at a high temperature; lattice oxygen ions (O2−),

s well as surface adsorbed oxygen species with negative charges,
ontribute to the oxidation of hydrogen, resulting in a significant
hange in surface stoichiometry with formation of divalent tin (O−).
he intensity of the SnO2 thin film optical absorbance increased
ith the increase of temperature in the tested range up to 800 ◦C.

t is expected that with the increase of temperature more surface
bsorbed oxygen ions reacting with hydrogen molecules diffused
nto the pores of the SnO2 coating. Thus, with the increase of tem-
erature, the absorption signal increased. It was also observed that
ith the increase of temperature, the peak absorption wavelength

f the absorption spectrum has been red-shifted. The peak wave-
ength shift was considered to be the result of energy level shifting
ccompanying the increase of temperature.

Doping is the most popular method for the improvement of sen-
itivity and selectivity of SnO2-based gas sensors [47–52]. Various
etallic dopants have been tested for this purpose. The doping
ethod is usually based on the selection of an appropriate metal,
hich is the most effective catalyst for the modification of certain

hemical reaction on the surface of a solid-state gas sensor. The
ffect of Pt doping on the methane gas sensitivity can be inter-
reted in the terms of the surface catalytic activity contributing to
he chemical reactions on the surface of solid-state sensors [46–52].
in thin film shows chemical sensitization to methane after it was
oped with 1 wt% platinum. Methane molecular is catalytic dissoci-
ted to carbon species and atomic hydrogen over surface Pt clusters
nd hydrogen species subsequently spill-over from the Pt clusters
nto the tin oxide surface [53]. These hydrogen products then cause
he gas sensing response. Hydrogen reduces the oxide support and
onsumes chemisorbed oxygen species at the SnO2 surface.

. Conclusions
Optical fiber probes for sensing hydrogen in a H2–N2 flow were
eveloped. The characteristics of the probes for sensing hydrogen

n hydrogen–nitrogen flow were studied with fiber optical UV–vis
bsorption spectrometry. The tin oxide sol–gel coating has porous
tructure with thickness and pore size in the nanometer range. This
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nO2-based fiber optical sensor is used for detecting H2, CO, CH4
nd other combustible gases. A SnO2 sensor is found to cause a
trong UV absorption signal with peak absorption wavelength at
round 320 nm when the sensor is exposure to a hydrogen sam-
le flow (H2 concentration varies from 0.1% to 10%). Moreover,
his optical fiber sensor shows high selectivity, and it does not
espond to other reducing gas, such as CH4 and CO. This is a sig-
ificant progress when compared with traditional semiconductor
nO2 sensor, which detects the electrical property of a SnO2 film.
he sensor is tested under the temperature from 300 ◦C to 800 ◦C
nd the sensor is found to selective sensing to H2 under this wide
emperature range. The response time of this sensor is within sec-
nds. Replenishing of the oxygen in tin oxide was demonstrated by
witching the gas flow from H2–N2 mixture to pure nitrogen and
ompressed air. The absorption signal decreased quickly (in 5 min)
o the baseline when the gas sample was switched to compressed
ir. These results also suggest that the change of surface-adsorbed
xygen-ion concentration is responsible for the probe to sense
2 gas. Surface silica gel modification technique is successfully
sed to improve the mechanical properties of tin oxide thin films.
he adhesion of tin oxide thin films to the optical fiber is around
.8 × 105 N/m2, while the adhesion of the thin films to the optical
ber pre-deposited with a layer of silica gel is above 5 × 105 N/m2.
o, a SiO2 thin layer can improve the adhesion of the contacts to
he SnO2 film, adhesion increases may due to increase interaction
f optical fiber surface and the coated silica gel and tin oxide film.
he influence of MoO3 on the UV–vis absorption spectra of a SnO2
hin film optical fiber sensor doped with 5 wt% of MoO3 response
o 1 vol% H2–N2 and 5 vol% CH4–N2 flows at 600 ◦C was examined.
t was observed that with doping 5 wt% MoO3, the peak absorp-
ion wavelength of the absorption spectrum to hydrogen has been
iden from 230 nm to 850 nm, and peak red-shifted to 600 nm. The

nO2 thin film optical fiber sensor doped with 1 wt% of Pt response
o 1 vol% H2–N2 and 5 vol% CH4–N2 flows at 600 ◦C was also inves-
igated, and it was observed that with doping 1 wt% Pt, the peak
bsorption wavelength of the absorption spectrum to hydrogen has
een red-shifted to 625 nm. The peak wavelength shift was con-
idered to be the result of energy level shifting accompanying the
opants. There is an absorption peak centered at 400 nm for the Pt
oped tin oxide film to CH4 in UV–vis range under operation con-
itions. Based on these research results, a fiber optical sensor for
electively monitoring hydrogen in high temperature gas samples
an be developed in further work.
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a b s t r a c t

An assay for rapid and direct detection of DNA/mRNA using cationic fluorescent polymer based on
one-dimensional microfluidic beads array (1-D chip) has been developed. The cationic water-soluble
polythiophene derivatives can easily transduce hybridization events into measurable optical signal due
to the conformational changes of the conjugated backbone, when mixed with single-stranded or double-
stranded oligonucleotides. In this paper, the polymer was introduced into 1-D chip for fluorescence
detection of nucleic acids, and demonstrated its capability on rapid detection of p53 complementary
DNA (cDNA) with different concentration. Using this system, we have evaluated the mRNA expression
changes of three tumor-associated genes (p53, c-myc and cyclin-d1) in human nasopharyngeal carci-
ne-dimensional beads array noma CNE2 cell lines before and after 5-flouorouracil (5-FU) stimuli. These results were validated by the
conventional reverse transcriptase-PCR. The most important advantage of this assay is not needed target

bridization, which makes the experiment process easy to handle and low-cost
n

or report labeling prior to hy
for multi-target measureme

1. Introduction

Nucleic acids analysis plays a key role in life science research
and clinical diagnosis of inherited diseases and particular cancers
[1,2]. The growing number of nucleic acid-based tests has stim-
ulated a demand for automated, miniaturized and inexpensive
testing platforms that also afford rapid, sensitive and multiana-
lyte assays. Biochip, as one of the promising tools for the nucleic
acids detection, was widely used in gene expression studies, disease
diagnosis and drug discovery for its characteristics of micromation,
efficiency and high-throughput [3–5]. Generally, biochips are fab-
ricated from glass, silicon, or plastic substrates on which several
chains of single-stranded DNA probe have been immobilized. Target
molecules that hybridize with specific probes are usually detected

hrough optical or electrical means. However, the conventional
trategies for on-chip nucleic acids detection require labeling each
eport probe or target with fluorophores or other indicators, which
ake the assay time-consuming, laborious and high-cost [6,7]. For

his reason, several unlabeled methods have been developed and

∗ Corresponding author at: State Key Laboratory of Chemo/Biosensing and
hemometrics, Hunan University, Changsha 410082, PR China.
el.: +86 731 8821566; fax: +86 731 8821566.
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
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t.
© 2008 Elsevier B.V. All rights reserved.

have attracted increasing attentions. Surface plasmon resonance
(SPR) [8,9], atomic force microscopy (AFM) nanoshaving approach
[10], and mass based methods such as quartz crystal microbal-
ance [11,12], have been suggested and developed. Although they
are label-free, most of these methods involve relatively specific
instruments and complex operation steps.

Recently, many studies have been focused on the chemical
and biological sensors based on fluorescent conjugated polymers
because they provide a new mode to obtain simple, reversible and
high sensitive systems [13–20]. Some of fluorescent conjugated
polymers were utilized as hybridization transducers in view of
their unique transduction mechanism. Leclerc’s groups have devel-
oped a water-soluble cationic polythiophene derivatives, which
can undergo conformational changes upon complexes with single-
or double-stranded oligonucleotides [17]. Rapid, direct and spe-
cific detection of nucleic acids at the zeptomole level can be
achieved using such fluorescent polymeric transducer in homo-
geneous media [18]. Furthermore, biochips using water-soluble
cationic polymers have also been reported, and they can transduce
hybridization events into an optical signal without any labeling of
the probe or analyte [19,20].
In this paper, we introduce the cationic water-soluble polythio-
phene derivatives into one-dimensional microfluidic beads array
(1-D chip) [21–24] for fluorescence detection of nucleic acids. As
a demonstration, the oligonucleotides synthesized according to
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special fraction of human gene p53 were detected on the chip.
he achieved detection limit is ∼50 pM. Furthermore, we have
xamined simultaneously the transcripts expression changes of
53, c-myc and cyclin-d1 in CNE2 before and after anti-tumor drug
reatment. This design integrates the advantages of both 1-D chip
nd the fluorescent polymeric transducer. A more desirable feature
s that it offers a label-free, low-cost and sensitive approach for

ultiple targets detection. This methodology extends upon our
rior efforts of the 1-D chip, and represents important step to make
his system serve as a universal, inexpensive and multianalyte
etection platform.

. Experimental

.1. Reagents

Cationic water-soluble poly [3-(3′-N,N,N-triethylamino-1′-
ropyloxy)-4-methyl-2, 5-thiophene hydrochloride] was prepared
ccording to the literature [17,25]. All chemicals for synthesis were
urchased form J&K Chemical Ltd. (Beijing, China). Distilled water
as used.

Poly(dimethylsiloxane) (PDMS) prepolymer and curing agent
ere obtained from Dow Corning Corporation (Midland, MI, U.S.A.);

vidin–agarose beads (Ø = 50 �m), polybrene (PB) were purchased
rom Sigma (St. Louis, MO, U.S.A.); Dextran sulphate (DS) was pur-
hased from H&Y Bio. Co. Ltd. (Tianjin, China).

RNase inhibitor, AMV reverse transcriptase, DNA Taq poly-
erase and dNTPs mixtures were obtained from Takara

orporation (Dalian, China). The biotinylated capture probes,
arget sequence, primers for reverse transcriptase-PCR (RT-PCR),
nd other oligonucleotides used in this study were also syn-
hesized and purified by Takara Corporation (summarized in
ables 1 and 2). Trizol reagent kit was provided by Invitrogen
orporation (Carlsbad, U.S.A.).
.2. Fabrication of chip and modification of microbeads

The 1-D chip was fabricated according to the previous methods
eported by our group [21]. Briefly, a PDMS replica was molded on

able 1
ames and sequences (5–3 orientation) of three capture probes and targets used in

he experiments

ame Sequence

53 capture
robe

5′-CCTCTGTGCGCCGGTCTCTCCCAGGACAGGAAA-biotin-3′

-myc capture
robe

5′-GGAGGGAGGCGCTGCGTAGTTGTGCTGATGAAA-biotin-3′

yclin-d1
apture probe

5′-AGGAAGCGTGTGAGGCGGTAGTAGGACAGGAAA-biotin-3′

53 target 5′-CCTGTCCTGGGAGAGACCGGCGCACAGAGG-3′

-myc target 5′-CATCAGCACAACTACGCAGCGCCTCCCTCC-3′

yclin-d1 target 5′-CCTGTCCTACTACCGCCTCACACGCTTCCT-3′

able 2
rimer sequences for PCR

ene Primer sequence for PCR

53 Forward primer: 5′-GGCCCATCCTCACCATCAT-3′

Reverse primer: 5′-AGTTCCAAGGCCTCATTCAGC-3′

-myc Forward primer: 5′-AGCCCACTGGTCCTCAAGA-3′

Reverse primer: 5′-GTTCGCCTCTTGACATTCTCC-3′

yclin-d1 Forward primer: 5′-GACCTTCGTTGCCCTCTGTGC-3′

Reverse primer: 5′-GTCCACCTCCTCCTCCTCCTCTTC-3′

-actin Forward primer: 5′-TCCTGGAGAAGAGCTACTA-3′

Reverse primer: 5′-GTACTTGCGCTCAGGAGGAG-3′
(2009) 1027–1031

the silica stencil-plate, which was fabricated by Research Institute
of Micro/Nano Science and Technology (Shanghai, China). To reduce
the none-specific absorption of regents or samples, the inner walls
of the channel were treated by dynamic coating with 5% PB and 3%
DS [26].

To functionalize the microbeads, avidin–agarose beads were
incubated with 2 �M biotinylated capture probes for 1 h. The
probes can be easily immobilized on the bead surface by the
biotin–avidin linkage. After washing three times with water, the
microbeads modified with capture probes were transferred into the
micro-chambers using a vacuum tweezer (Nikon Narishige, model:
NT88NEN, Nikon Corp, Japan) under the microscope. After manip-
ulation, PDMS replica was sealed with a cleaned quartz glass slide.

2.3. Optical measurements in homogeneous solution

For optical measurements, the cationic water-soluble polymer
was firstly diluted to 2 �M (on a monomeric unit basis) with the
10 mM Tris–HCl (pH 7.8) containing 0.1 M NaCl and 0.3 mM Triton
X-100. This mixture was heated to 50 ◦C, followed by the addi-
tion of 5 �l of 5 nM p53 capture probes, and the resulting solution
was kept at 50 ◦C for 5 min. The 1.0 equivalent of the p53 com-
plementary DNA (cDNA) was then added to the solution, and the
optical signals were measured for a period of approximately 50 min
allowed for hybridization and stabilization. All UV–vis absorption
spectra were obtained by a DU800 spectrophotometer (Beckman
Coulter). All fluorescence spectra were recorded by fluorescence
spectrophotometer (F-2500, Hitachi). Excitation was set at 400 nm
and scanning of the emission from 450 to 700 nm.

2.4. Total RNA extraction and RT-PCR

Two bottles of human nasopharyngeal carcinoma CNE2 cell lines
were grown in RPMI-1640 medium supplemented with 10% fetal
bovine serum (FBS) under 5% CO2 at 37 ◦C. One of them was treated
with 10 �g/ml 5-flouorouracil (5-FU) for 18 h. Total RNA was iso-
lated from CNE2 cell lines and 5FU-CNE2 cell lines by using Trizol
kit according to the standard manufacturer’s instructions, and then
quantified by a DU800 Spectrophotometer.

Total RNA samples were firstly purified with RNase-free DNase I
and RNase inhibitor to remove DNA contaminant. Same amount
RNA of CNE2 and 5FU-CNE2 was used for reverse transcription
in 20 �l volumes with 4 �l 5 × reverse transcriptase buffer, 1 �g
RNA template, 1 mM each nucleotide mixture, 30 U RNase inhibitor,
5 U AMV RTase, 50 pM oligo(dT)18 primer at 42 ◦C for 1 h, followed
by inactivation of RTase at 94 ◦C for 2 min. PCR was performed in
50 �l volumes containing reaction mixture of 5 �l 10 × PCR buffer,
200 �M each nucleotide, 0.4 �M each primer, 2.5 U of Taq DNA Poly-
merase and 0.5 �l of sample per reaction. Amplification reactions
were carried out in a thermocycler (GeneAmp, PCR system 2700,
Applied Biosystems) with preliminary denaturation for 5 min at
94 ◦C, followed by 30 cycles at 94 ◦C for 50 s, 55 ◦C for 50 s, 72 ◦C for
60 s, and a final extension at 72 ◦C for 10 min. 5 �l of each PCR prod-
uct was electrophoresed on 2% agarose gels, stained with ethidium
bromide, and visualized by UV transillumination.

2.5. Detection of cDNA and mRNA samples on 1-D chip

After assembly of the linear microbeads array, 100 nM fluo-
rescent polymers (on a monomeric unit basis) were introduced

into microchannel via gravity-driven flow by chip slope of 15◦.
The complex was formed between the polymer and capture
probes, followed by elution with water for 5 min to wash off the
superabundance polymers. Then 2 �l of p53 cDNA with different
concentrations were added and hybridized for 50 min at 50 ◦C. For
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Fig. 1. (A) Schematic of the 1-D Chip. (B) Sketch of the interaction between cationic
p
t
p

t
f
4
s
o
s
D
(
I
i

3

3

w
l
c
b
i
t
t
i
t
p
r
m

fi
c
t
fl
a
n
f
e

Fig. 2. (A) The UV-visible absorption spectra for p53 cDNA detection. (B) Fluores-
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excited at 400 nm, the polymer emitted intense fluorescence at
525 nm. But upon addition of negatively charged capture probes,
olymer and nucleic acids. The capture probes were modified on the surface of
he microbeads through a biotin–avidin linkage and the polymer bind the capture
robes via electrostatic interactions.

he mRNA detection, the samples were firstly denatured at 90 ◦C
or 10 min and all samples had the same RNA concentration of
0 �g/100 �l. The RNA hybridization with capture probes under the
ame conditions for the purified DNA samples. Fluorescence images
f the beads were captured using an inversed fluorescence micro-
cope (Nikon TE2000, Exciter: 387(11) nm; Emitter: 520(35) nm;
ichroic: 495 nm) equipped with a cooled charge coupled device

CCD) camera (Leica DC 300F) and the data were analyzed using
mage J analysis software. A nucleic acid sample could be detected
n about one hour.

. Results and discussion

.1. Design of the 1-D chip and principle of the assay

The scheme of the 1-D chip is shown in Fig. 1A. A PDMS replica
ith many periodic chambers (80 �m wide × 60 �m deep) along a

inear microfluidic flow channel (20 �m wide × 60 �m deep) is the
entral component of this chip. Each of the microfabricated cham-
ers holds a single microbead modified with DNA probes, with

nterconnecting channels for liquid flow. When samples flowing
hrough the microchannel, targets can be recognized and cap-
ured by the corresponding bio-functional microbeads. 1-D chip
ntegrates the technique of both beads array and microfluidic sys-
em, which can offer advantages of little sample consumption, low
otential of contaminations, easy operation, cost favorable and
eusage. Moreover, such a design makes it convenient to pursue
ultianalyte detections in a single channel.
As shown in Fig. 1B, interpolyelectrolyte complex (duplex) was

rstly prepared through electrostatic interactions by mixing the
ationic polymer and the capture probes, in which the polymer
ake a highly conjugated and planar conformation. The intrinsic
uorescence of the polymer is quenched due to close proximity

nd stiffening of the polythiophene chains [17]. When the target
ucleic acids flowing through and hybridizing with the duplexes to

orm triplex, the polymeric transducer exhibits great fluorescence
nhancement and the conformation turns into less conjugated,

t
(
p
t

ence spectra with excitation at 400 nm. (a) polymer; (b) polymer/probe duplex;
c) polymer/probe/target triplex. Spectra were recorded in 10 mM Tris–HCl (pH 7.8)
ontaining 0.1 M NaCl and 0.3 mM Triton X-10, at 50 ◦C.

onplanar. With the use of 1-D chip, this scheme allows simulta-
eous multiple nucleic acids detection.

.2. The performance of the polymer in homogeneous solution

The p53 cDNA detection was carried out based on different
lectrostatic interactions and conformational structures between
he cationic polymer and single-stranded or hybridized double-
tranded oligonucleotide. As shown in Fig. 2A, the aqueous solution
f the cationic polymer was yellow with a maximum absorption
avelength at 399 nm, corresponding to a random-coil conforma-

ion. When given capture probes were added, the mixture became
ed (�max = 527 nm) because of the formation of so-called duplex.
n addition, precipitation occurred after several hours presumably
wing to the aggregation of the duplex mixture. After 50 min of
ixing with one equivalent of complementary oligonucleotides

t 50 ◦C, the solution became yellow (�max = 425 nm) again due to
he formation of more steady triplex. The solubility of the mixture
ncreased and precipitation was not observed even after several
ays.

A fluorometric detection of nucleic acids hybridization is
lso possible based on the difference in the fluorescence quan-
um yield of the positively charged polymer in the random
oil or in the aggregated state. As illustrated in Fig. 2B, when
he fluorescence intensity of the polymer decreases strongly
quenched). In the case of hybridization with target sequences, the
olymer of triplex complex gave obviously fluorescence restora-
ion.
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Fig. 4. Detection of mRNA samples using 1-D chip. (A) Fluorescence images of beads
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FU inducement to the CNE2 cells, p53 expression shows obvious
upregulation, while expressions of c-myc and cyclin-d1 decrease
obviously.
ig. 3. Detection of p53 target cDNA using 1-D chip. (A) The fluorescence images of
ve-fold redundant beads. (B) Calibration curve of fluorescence intensity versus p53
DNA concentration, showing a linear relationship between 0.05 and 2 nm target.

.3. The cDNA target detection on chip

In this section, avidin-labeled agarose microbeads were selected
o prevent non-specific adsorption of polymer. The avidin pre-
ented positive charge in the given buffer (pH 7.8), which effectively
voids unwanted electrostatic interactions with the cationic poly-
er on the surface of beads. Fig. 3A describes the fluorescence

mages of the five-fold redundant beads array of hybridization
ith various concentration of p53 target cDNA, and the fluores-

ence intensities on the beads respond to different concentrations
f cDNA proportionally. The blank of the beads and beads with
apture DNA were both measured by some ways, and the fluores-
ences were fainter than the control in Fig. 3A. The limit of detection
LOD), defined as the minimum concentration corresponding to
signal above three times of standard deviations, is found to be
0.05 nM, and a linear response was observed with target concen-

rations ranging from 0.05 to 2 nM, Linear regression equation is
= 22.1C + 14.5 with a correlation coefficient of 0.9976, as shown in
ig. 3B. Comparing with similar method in ref [23], the detection
imits are of the same order of magnitude.

.4. Multiple transcripts expression analysis on chip and
alidation by RT-PCR

Based on the results obtained from the purified samples, the 1-

chip has further been applied to multiple transcripts expression

etection in various cells extracts. Cyclin-d1, p53 and c-myc are
hree tumor-associated genes and their expression products play
ey roles in regulation of cell cycle, proliferation and malignant
ransformation. We selected CNE2 nasopharyngeal carcinoma cell

F
t
6
A
r

etecting three intracellular transcripts. Control beads images were obtained using
he same experimental conditions without adding RNA samples. (B) A fluorescence
ntensity quantification quantitative result of the beads images.

ines as a model for the transcripts expression analysis of these
enes. The responses of these three genes expression in CNE2 cells
o anticancer drug 5-Fu stimuli were also assessed. Each mRNA
amples was introduced into the sample reservoir respectively
or on-chip hybridization. Meanwhile, blank sample was used for
he control experiment. Fig. 4A shows the fluorescence images of
he beads array for three cellular RNA samples in CNE2 and 5-FU

ediated CNE2. Fig. 4B is the corresponding fluorescence inten-
ity profiles for the beads array. According to the result, c-myc and
yclin-d1 have relative high expression to p53 in CNE2. After 5-
ig. 5. The electrophoretic result of RT-PCR. Lane M is DNA maker. Lane 1, 3, 5 are
he CNE2 cell PCR products of gene p53, c-myc and cyclin-d1, respectively. Lanes 2, 4,
are the 5FU-CNE2 cell PCR product of gene p53, c-myc and cyclin-d1, respectively.
nd lanes 7, 8 are the �-actin RT-PCR products of CNE2 and 5-FU treated CNE2,
espectively as invariant expression reference.
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To validate the data obtained by the 1-D chip, RT-PCR was
performed on the same RNA samples. �-actin has invariant
intracellular expression and was used as an internal control
for the expression analysis of p53, c-myc and cyclin-d1. As
shown in Fig. 5, the results reveal that CNE2 carcinoma cells
have higher c-myc and cyclin-d1 expression. After drug treat-
ment, p53 in CNE2 cells is significantly upregulated, while c-myc
and cyclin-d1 show an opposite trend. The RT-PCR results are
consistent with results obtained by linear microfluidic beads
array.

4. Conclusion

In this paper, a simple, rapid and label-free nucleic acid detec-
tion method was developed to extend the application of 1-D chip.
With the use of fluorescent polymeric transducer, the cDNA sam-
ples with different concentration were detected, transcriptional
expression of three tumor-associated genes extracted from cells
and expression changes of these genes in CNE2 after drug stimuli
were also assessed. This method combines the various advantages
of microfluidic beads array and fluorescent conjugated polymer,
such as little sample consumption, easy operation, and no need of
nucleic acids labeling prior to hybridization or any chemical reac-
tion of the probes.
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A novel polyoxometalate-cation exchanger, titanium(IV) molybdophosphate (TMP) has been synthesized
under varying conditions. The material was characterized by X-ray diffraction, infrared spectroscopy,
inductively coupled plasma and thermogravimetry techniques. Its stability was investigated in water,
dilute acids, alkaline solutions, and high temperature up to 750 ◦C. Ion-exchange capacity and distribu-
tion coefficients (Kd) for twenty-nine radionuclides and metal ions have been determined. It was found
that the TMP has high affinity for Cs+, Sr2+, UO2

2+, Ba2+, Pb2+, Tl+, Zn2+, Rb2+ and Zr4+ ions. The results
of binary separation of metal ions showed that TMP can be potentially useful for analytical applica-
Titanium(IV) molybdophosphate
Inorganic ion exchanger
Polyoxometalate
Metal ions separation
D

tions.
© 2008 Elsevier B.V. All rights reserved.
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. Introduction

In recent years, synthetic inorganic ion exchangers have gained
uch attention owing to their high selectivity for certain elements,

ood kinetics of sorption, good selectivity and specially their greater
tability to heat, ionizing radiation doses and acidic to moder-
tely alkaline medium. Most investigations have been concerned
ith the use of these materials in the separation and removal of
eavy toxic metal ions which are generated as untreated or partially
reated by products of various industries into public wastewater
nd safe storage of hazardous radioactive elements from nuclear
aste solutions [1–6]. The radionuclides and toxic metal ions when
resent in water are injurious to the health. Hence, it is very impor-
ant to treat such water to remove these hazardous ions before
t is supplied for any useful purpose [7]. Thus, by synthesizing
ew inorganic ion exchanger, having affinity and selectivity for a
articular metal ion, one can separate the undesired metal from
ffluents.
Amongst these synthesized crystalline or amorphous materi-
ls, three component inorganic ion exchangers (polyoxometalates)
ere found to show relatively increased ion-exchange capacity and

electivity in comparison to others. Various types of these useful

∗ Corresponding author. Mobile: +98 9124572037; fax: +98 2188008933.
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ompounds have been synthesized until now [8,9]. These materials
re usually acid salts of multivalent metals. When these compounds
re immersed in the aqueous solution they provide exchange-
ble hydrogen ions, thus exhibiting cation-exchange properties.
hey may be tetravalent metals such as Sn, Ce, Ti, and Zr in com-
ination with either two anions, e.g. W, P, Mo, Si, As, V, and I.
ithin the ever-growing field of polyoxometalates, the molyb-

ophosphate system occupies a special place as being one of
he most extensively studied and quite well understood systems
10]. However, no work has yet been reported on the prepara-
ion and analytical applications of titanium molybdophosphate
TMP).

Titanium(IV) based ion exchangers have been known to
e chemically and thermally stable in a comparative study
nder identical conditions of synthesis [11], so the synthe-
is of a new inorganic ion exchanger based on titanium
s worthwhile. Molybdosilicate, tungstoarsenate, tungstosilicate,
ungstophosphate, phosphosilicate, vanadophosphate, arsenosil-
cate and arsenomolybdate are three component salts of Ti(IV)
lement that have been synthesized and reported in the literature
12–19].
In continuation to our work on synthesis of new inorganic ion
xchangers and their use in the separation of radionuclides and
oxic ions [20–23], we present in this paper the synthesis, char-
cterization, ion-exchange behavior and analytical applications of
MP.
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Table 1
Synthesis and properties of titanium(IV) molybdophosphate

No. Sample code Conditions of
synthesis

Properties

Concentration
of reagents
TiCl4, MPAa

(mol L−1) Mixing volume
ratio, Ti:MPA

Final pH Composition molar
ratio Ti:Mo:P

Cation-exchange
capacity (meq g−1)

1 TMP-11 0.1, 0.05 1:1 0.8 30.5, 31.2, 1.5 0.82
2 TMP -21 0.1, 0.05 2:1 1.0 28.6, 31.4, 1.1 1.3
3

p per g
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minations and were less than 10%. The results are given in Table 3.
TMP -31 0.1, 0.05 3:1

H = pH of the reaction mixture, meq g−1 = ion-exchange capacity as milliequivalent
a Solution of titanium(IV) chloride and molybdophosphoric acid (MPA).

. Experimental

.1. Chemical and reagents

All the chemicals and reagents used were of Analytical Grade
btained from E. Merck or Fluka. The radioactive tracers used
n ion-exchange experiments (51Cr, 64Cu, 85Sr, 95Zr, 131Ba, 134Cs,
40La, 141Ce, 147Nd, 60Co, 99Mo, 187W, 115Cd, 86Rb, and 153Sm) were
repared by the neutron irradiation of natural radioisotopes of ele-
ents and were supplied by the Nuclear Science Research School

t NSTRI, AEOI, Tehran, Iran.

.2. Apparatus

Bruker Spectrometer (Vector 22) was used for IR studies.
H measurements were made with a Schott CG841 pH-meter
Germany). Thermogravimetric analysis was performed on a ther-

obalance (PL-STA 1500, PL Thermal Science). The quantitative
eterminations of inorganic ions were carried out using an induc-
ively coupled plasma ((ICP) Varian Turbo Model 150-Axial Liberty),
tomic absorption spectrometer (AAS Model, Spectra AA-220 Var-
an), a Gamma Spectrometer (Ortec EG&G, HPGe) comprising a
igh-resolution coaxial GMX detector with 4096 channels and
n Alpha-Counter (Model LB-770). X-ray diffraction studies were
ade with a Philips diffractometer (model PW 1130/90) and a
aterbath shaker (model CH-4311, Infors AG) was used throughout

he work.

.3. Synthesis of titanium(IV) molybdophosphate

Three samples of TMP were synthesized by adding gradually
queous solution of molybdophosphoric acid (MPA) to titanium(IV)
hloride solutions (dissolved in ethanol) under varying conditions
iven in Table 1. While the reaction mixture was thoroughly stirred
ith a magnetic stirrer at room temperature (25 ◦C), the pH of

he system was increased slowly by adding NaOH for comple-
ion of the precipitation formation. Then the solution containing
recipitate was stirred for 1 h and was refluxed at 75–80 ◦C for
4 h. The resulting precipitate was decanted and washed five times
ith demineralized water (DMW), filtered by suction and dried at

0 ± 2 ◦C for 24 h. It was further treated with excess of 0.1 mol L−1

itric acid solutions for complete replacement of counter ions by
+ ions. The excess of acid was removed by repeated washing with
MW. Finally the material was dried in an oven at 50 ± 2 ◦C.

.4. Ion-exchange capacity (IEC)
The column method was used for the determination of the
on-exchange capacity of each sample (which generally taken as
measure of the hydrogen ion liberation by neutral salt). For this
urpose, one gram of dry ion exchanger samples (in H+ form) was

oaded into a column (i.d.: 1 cm, length: 40 cm) with a glass wool

2

d

1.3 29.3, 31.4, 1.0 0.72

ram of the ion exchanger.

upported at the bottom. 100 mL of 1 mol L−1 KCl solution was used
o elute the H+ ions with flow rate of 0.2 mL min−1. The released H+

ons were determined titrimetrically using a standard 0.01 mol L−1

odium hydroxide solution. Table 1 shows the ion-exchange capac-
ty values of the samples.

.5. Chemical composition

The composition of each sample was determined by dissolving
50 mg of samples in 20 mL hot concentrated hydrochloric acid.
he solution was cooled and diluted to 250 mL by DMW and the
lements were determined by ICP.

.6. Chemical stability

The chemical stability of the samples was assessed in some
inerals and organic solvents: HCl, HNO3, H2SO4, NaOH, ethanol,
ethanol, acetone and ether. 20 mL from each solvent was poured

n a 50 mg of TMP in the 50 mL beaker and kept for 24 h with con-
inuous shaking at room temperature. When heated in conc. HCl or
qua regia or 2 mol L−1 NaOH solution for more than 20 min, they
issolved. The released metal ions from TMP were analyzed with

CP. Detailed quantitative studies on the stability of the exchang-
rs were made in different solutions as reported earlier [24]. The
esults are given in Table 2.

.7. Distribution coefficients

The distribution coefficients (Kd) for different metal ions were
etermined by batch method. 200 mg of each TMP in H+ form
as kept in 20 mL of 1.2 × 10−4 mol L−1 metal ion solutions at
5 ◦C ± 1 ◦C for 5 h, with intermittent shaking to reach equilibrium.
he solution was then filtered and metal ions were determined
sing ICP, AAS or Gamma spectrometer techniques [25]. Blank
olutions were prepared without ion exchanger, having the same
oncentration of metal ions. This solution was treated in the same
ay as above. The Kd values were calculated by the following equa-

ion;

d =
[

(I − F)
F

]
V

W
(mL g−1)

here I and F are the initial and final activity (cps−1) or concen-
ration (mg L−1) of metal ions in the solution phase, V is volume of
nitial solution in mL, and W is the dry mass of the ion exchanger
n g. Standard deviation for Kd values were checked by two deter-
.8. Infrared absorption spectra

Infrared spectra of samples were measured by the standard KBr
isk method. The spectrum of TMP-2 in H+ form is shown in Fig. 1.
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Table 2
stability of titanium molybdophosphate in different solutions (weight dissolved (mg) from 50 mg)

No Solvent (mol L−1) TMP-11 TMP-21 TMP-31

Mo (mg) P (mg) Ti (mg) Mo (mg) P (mg) Ti (mg) Mo (mg) P (mg) Ti (mg)

1

HCl

0.1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
2 0.5 1.25 0.02 0.74 0.36 0.00 0.23 0.13 0.00 0.08
3 1 2.44 0.08 1.66 0.83 0.02 0.70 0.23 0.00 0.24
4 4 11.03 0.652 13.00 5.05 0.21 5.56 1.86 0.05 2.05

5

HNO3

0.1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
6 0.5 0.20 0.04 0.16 0.27 0.00 0.21 0.10 0.00 0.08
7 1 2.47 0.08 1.49 0.67 0.01 0.5 0.23 0.00 0.19
8 4 7.79 0.42 7.5 3.05 0.12 2.98 0.95 0.00 0.89

9

H2SO4

0.1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
10 0.5 4.83 0.272 4.08 0.27 0.00 0.21 0.59 0.02 0.62
11 1 8.54 0.49 8.91 0.67 0.01 0.5 1.02 0.03 1.11
12 4 11.4 0.72 13.17 3.05 0.12 2.98 1.66 0.05 1.84

13

NaOH

0.1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
14 0.5 10.98 0.81 0.00 11.92 0.68 0.01 11.79 0.55 0.00
15 1 11.45 0.82 0.00 12.2 0.68 0.01 12.79 0.57 0.00
16 4 11.98 0.82 0.05 12.2 0.68 0.08 12.99 0.61 0.03

2

A
h
5
t

2

r

Fig. 1. Infrared spectrum of titanium(IV) molybdophosphate (TMP-21).

.9. Thermogravimetric studies

The thermal analysis of all samples was performed in H+ form.

20 mg from each sample was analyzed by TGA with sample

older made up of Al2O3 in nitrogen atmosphere at flow rate of
0 mL min−1 with heating rate of at 10 ◦C min−1 up to 1000 ◦C. The
hermogram for TMP-2 in H+ form is given in Fig. 2.

Fig. 2. Thermogram of titanium(IV) molybdophosphate (TMP-21).
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Fig. 3. XRD spectrum of titanium(IV) molybdophosphate (TMP-21).

.10. X-ray analysis

X-ray powder diffraction method using nickel-filtered Cu K�
adiation at 298 K was used for X-ray studies of samples in H+ form.
he study was done between 4◦ and 75◦ 2� values with step size of
.05. XRD spectrum of TMP-2 is given in Fig. 3.

.11. Binary separation of metal ions

Important quantitative separations of metal ions were per-
ormed on columns containing TMP. One gram of TMP in H+ form
mesh size 50–100 mm) was placed in glass column with inner
iameter of 0.8 cm. The column was washed thoroughly with
MW. Then the mixture of the two metal ions (Table 4) to be

eparated was loaded by passing the mixture through the col-
mn at slow flow-rate (0.2 mL min−1). The column was washed
ith DMW so that the metal ions (which were not exchanged)

ould be removed. The metal ions adsorbed on the exchanger
ere then eluted with different concentrations of HNO3 (0.1, 0.2

nd 0.5 mol L−1). The mobile phase flow-rate was maintained at
.2 mL min−1 until the metal ions were completely eluted from the

olumn. The effluents were collected in 2 mL fractions and deter-
ined by Gamma Spectrometer or ICP. The metal ions solutions
ere either concentrated or diluted as required so as to ensure
etection.
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Table 3
Distribution coefficients of elements on titanium(IV) molybdophosphate: Kd value (mL g−1) for different samples

Sample

Species TMP-11 TMP 21 TMP-31

DMW 0.001 mol L−1 HNO3 0.1 mol L−1 HNO3 DMW 0.001 mol L−1 HNO3 0.1 mol L−1 HNO3 DMW 0.001 mol L−1 HNO3 0.1 mol L−1 HNO3

Ba(NO3)2 >104 504 27 7565 491 19 831 125 11
Sr(NO3)2 6300 759 7 2500 121 5 161 91 2
Co(NO3)2 1918 821 11 112 39 1 24 6 N.A.
Cu(NO3)2 >104 3231 162 4869 2178 19 1954 761 27
Pb(NO3)2 >104 7560 23 >104 >104 34 2365 1172 42
BiONO3 416 225 4 1641 780 28 174 144 11
TlNO3 >104 7888 219 >104 9331 121 6374 3879 74
In(NO3)3 >104 6860 184 145 43 5 77 36 2
Cr(NO3)3 589 320 18 99 60 1 26 12 N.A.
Na2CrO4 25 20 11 4 N.A. N.A. 59 12 N.A.
(NH4)6Mo7O24 N.A. N.A. N.A. N.A. N.A. N.A. N.A. N.A. N.A.
Na2WO4 14 15 10 36 8 N.A. 43 N.A. N.A.
Th(NO3)4 412 195 3 745 302 12 398 154 6
UO2(NO3)2 7900 933 14 257 88 4 199 65 2
Zn(NO3)2 >104 8657 498 1658 851 24 598 244 19
Cd(NO3)2 >104 7845 298 2865 1540 39 857 387 21
ZrOCl2 7590 4172 91 >104 >104 174 6992 1458 48
HfOCl2 4990 2564 29 >104 >104 299 >104 5229 167
LiNO3 N.A. N.A. N.A. 4 N.A. N.A. 5 N.A. N.A.
NaNO3 50 4 N.A. 150 15 N.A. 99 8 N.A.
KNO3 1108 362 38 >104 2135 25 935 287 7
RbCl 1955 499 77 >104 1672 67 4110 526 41
CsNO3 3323 871 101 >104 2841 88 4651 745 47
YCl3 5505 704 13 21 12 4 24 6 N.A.
La(NO3)3 1542 756 120 19 N.A. N.A. 54 N.A. N.A.
Ce(NO3)3 1097 446 78 687 432 15 267 145 6
Nd(NO3)3 1255 970 93 121 43 3 15 3 N.A.
Sm(NO3)3 3610 2630 12 99 36 2 75 31 3
Dy(NO3)3 1293 957 64 25 17 N.A. 23 9 N.A.

N.A. = negligible adsorption.
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Table 4
Separation of metal ions on titamium(IV) molybdophosphate at room temperature

No. Metal ions separated Amount loaded (�g) Amount found (�g) Total elution volume (mL) Eluent used The type of ion exchanger

1
La 350 350 35 H2O TMP-21
Ce 450 410 40 0.2 mol L−1 HNO3

2
Mo 720 720 35 H2O TMP-21
Zr 240 240 30 0.5 mol L−1 HNO3

3
Nd 1080 1050 45 H2O TMP-31
Ce 400 390 35 0.1 mol L−1 HNO3

4
Bi 1568 1490 50 0.1 mol L−1 HNO3 TMP-11
Zn 200 190 40 0.5 mol L−1 HNO3

5
Mo 960 960 50 H2O TMP-21
Pb 522 505 25 0.5 mol L−1 HNO3

6
Li 105 105 20 H2O TMP-21
K 98 90 25 0.2 mol L−1 HNO3

7
Dy 1625 1550 45 H2O TMP-21
Ce 400 380 30 0.2 mol L−1 HNO3

8
Y 1000 950 60 H2O TMP-21
Tl 510 500 45 0.5 mol L−1 HNO3

9
Li 140 140 20 H2O TMP-21
Rb 440 440 30 0.2 mol L−1 HNO3

10
Mo 1000 990 55 H2O TMP-21
Cs 660 660 25 0.2 mol L−1 HNO3
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Mo 1000 990
Sr 440 430

. Results and discussion

Various samples of TMP were synthesized under different con-
itions (see Table 1). The conditions used for the preparation of

norganic ion exchanger have considerable effect on the degree of
ydration and the composition of the exchanger. These two fac-
ors are responsible for the shape and size of cavities inside the ion
xchanger and for other properties of the exchanger (resulting in
nusual ion-exchange behaviors) [4,5,26]. All TMP samples were as
ard green granules and suitable for use in the column operation.
he ion-exchange capacity of these materials shows that TMP has a
igher ion-exchange capacity than titanium tungstophosphate and
maller than titanium tungstosilicate [14]. This is probably due to
he strong affinity for the hydrogen ions in the following sequence.

ilicate > Molybdate > Phosphate

The chemical stability studies (Table 2) show that TMP sam-
les are highly stable in water and dilute mineral acids and bases
s well as in ethanol, methanol, acetone and ether. However, in
asic and acidic media with the concentration higher than 0.1
nd 0.4 mol L−1, respectively, these materials should not be used
ecause they gradually decompose. This is due to the hydrolysis of
hese materials at the higher pH values.

The X-ray diffraction pattern (Fig. 3) shows weak intensities,
hereby suggesting that the various forms of TMPs are amorphous
n nature.

The infrared spectrum of TMP in H+ form is shown in
ig. 1. The asymmetric absorption broad and strong band
etween 3000 and 3500 cm−1 is attributed to interstitial water
olecules and hydroxyl groups while a sharper peak in the
egion of 1500–1700 cm−1 with the maximum at 1600 cm−1 is
characterization for the deformation vibration of free water
olecules. A broad peak in the region around 734 cm−1 is due

o metal–oxygen bond [27]. The bands at 1200 and 1000 cm−1

ay be assigned to symmetric and antisymmetric stretching of

a
m
m
i
a

20 H2O TMP-21
20 0.1 mol L−1 HNO3

he P–O bond in PO3 groups in the IR spectra of TMP samples
28].

According to the thermogram of TMP recorded in Fig. 2, there is
o loss in weight up to 50 ◦C. From 50 to 350 ◦C, the continuous loss

n weight (about 13%) is recorded which is due to the removal of
ree external water molecules and condensation of hydroxyl groups
29] and that is usual in synthetic of inorganic ion exchangers.
he curve pattern shows that the ion exchanger is stable up to
50 ◦C.

The ion-exchange properties of the product materials were stud-
ed by measuring the distribution coefficients (Kd) of 29 elements
sing batch experiments in DMW and nitric acid media. In addition
o the nature of the ion exchanger, various factors such as swelling,
ormation of complexes, nature of the chemical bond and solvent
istribution may be responsible for the wide variation in the distri-
ution coefficient values [11]. The obtained values for Kd (given in
able 3.) show that TMP is a useful ion exchanger. According to this
able the affinity sequences for alkali metal ions were Cs+ > Rb+ >
+ > Na+ > Li+. That may be due to the size of the hydrated radii of the
xchanging ions [30,31]. Ions with the smaller radii easily enter the
ores of the exchanger, resulting in greater adsorption [32]. It was
lso observed that for most of the metal ions, Kd values decreased
ith the increase in concentration of nitric acid. Low Kd values of

he metal ions in high concentration of nitric acid are due to slower
eplacement of the metal ions in acidic media and competition of
3O+ ions with metal ions as expected. The results of experiments
n TMP show that Cs+, Sr2+, UO2

2+, Ba2+, Pb2+, Tl+, Zn2+, Rb2+ and
r4+ are more strongly adsorbed than other metal ions and therefore
MP can be used for selective removal of these ions from complex
ystems. Based on the Kd values for above-mentioned elements in
queous and nitric acid medium on TMP, eleven binary metal sep-

rations have been performed (Table 4). Some of these separations
ay be actually used for practical samples of nuclear waste, alloys,
inerals and heavy metals/trace metals. TMP is also more effective

n the separating special radioactive ions in micro level quantitative
nalysis.
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. Conclusion

Amorphous ion exchanger, TMP was found to have good ion-
xchange capacity, high chemical and thermal stabilities and was
uitable for column separation. In addition the different behaviors
f the exchanger towards some heavy metal and radiotoxic ions
howed that it could be used for separation possibilities of toxic
etal ions and radionuclides from each other. For example, Sr2+

nd Cs+ can be removed quantitatively from the nuclear wastes by
MP-11 and TMP-21, respectively.
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a b s t r a c t

A simple, rapid and low-costing new mixed surfactant MEKC method has been developed for the anal-
ysis of five neutral anabolic steroids in this paper. It was found that the bile salt coupling with Triton
X-100 was a suitable bi-micellar surfactant for the separation of these anabolic steroids with similar
structure. The separation conditions were optimized in detail. The five natural and synthetic anabolic
steroids, such as androstenedione (AD), 19-norandrostenedione (NAD), 1,4-androstadiene-3,17-dione
(ADD), methandrostenolone (MA) and methyltestosterone (MT) were separated and detected in an alka-
line buffer system (pH 9.0) containing 15 mM Britton-Robinson (BR) buffer, 50 mM sodium cholate (SC)
and 0.1% (v/v) Triton X-100 with detection wavelength at 241 nm and 18 kV of separation voltage. Under
the optimal conditions, five coexistence neutral steroids were completely separated within 12 min with
the detection limits ranged from 0.20 to 0.51 �g/mL. This method was successfully used for detection and
Capillary electrophoresis
confirmation of the anabolic steroid methandrostenolone in methandrostenolone tablets and in the real
human urine, GC–MS method was applied to confirm the free methandrostenolone existence in the urine
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. Introduction

Anabolic steroids, including natural and synthetic anabolic
teroids, have a hydrophobic tetracyclic perhydro-1,2-cyclo-
entanophenanthrene ring in their molecular structures. Most syn-
hetic anabolic steroids are derived from testosterone, which is
atural anabolic steroid [1]. Thus, they have very similar molecu-

ar structures. Natural anabolic steroid plays a very important role
n male animals [2,3]. In order to improve the anabolic activity
nd effect for therapeutic disease, a series of synthetic anabolic
teroids called anabolic androgenic steroids (AAS) have been devel-
ped. When AAS were abused in the sports, excess hormone
ould seriously injure athletes’ physical and mental health. Hence,

nabolic steroids have been included in the International Olympic

ommittee doping list due to their illegal use in some sports
4].

GC–MS has been used as an official method to detect the illegal
nabolic steroids using in sport [5–7]. However, GC–MS methods
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reliability of MEKC method.
© 2008 Elsevier B.V. All rights reserved.

lways require tedious sample preparation and complex chemi-
al derivation procedures [8,9]. And other analytical technologies,
uch as LC–MS and LC–MS–MS have been applied for determina-
ion of the anabolic steroids [10,11]. However, all above mentioned
quipments are expensive.

CE has many advantages, such as high resolution, minimal sam-
le volume, short analytical time and high separation efficiency
12]. It has been proved to be a powerful tool for drug quality con-
rol in recent years [13–23]. The high efficiency and the possibility
or separating both neutral and ionized solutes in the same system
re the two most attractive advantages of MEKC. Compared with the
fficial GC–MS method, MEKC method has some evident superior-
ty including simple preparation, time saving and low cost. Thus,
ntroducing MEKC method into the analysis of anabolic steroids

ay be an alternative direction.
Abubaker et al. has separated the six steroids by hydrophobic

EKC [24]. SDS mixed micellar system was reported to separate
teroids by Valbuena et al., Lin et al. and Fernandez et al. [25–27].
ecently, for the purpose of coupling with ESI-MS, partial filling

EKC method has also been introduced by Amundsen et al. to sepa-

ate endogenous steroid hormones and synthetic anabolic steroids,
ompared with normal MEKC the separation efficiency was rela-
ively lower due to an additional band broadening mechanism in
F-MEKC [28,29].
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Table 1
Molecular structures of the typical anabolic steroids

Abbreviation Compound Synonyms Chemical structure MW

T Testosterone 17-Hydroxy-(17-beta)-androst-4-en-3-one 288

NAD 19-Norandrostenedione Estr-4-ene-3,17-dione 272

ADD 1,4-Androstadiene-3,17-dione Androsta-1,4-diene-3,17-dione 284

AD Androstenedione Androst-4-ene-3,17-dione 286

MA Methandrostenolone Androsta-1,4-dien-3-one,17-beta-hydroxy-17-alpha-methyl- 300

MT Methyltestosterone Androst-4-en-3-one, 17-beta-hydroxy-17-methyl 302

(
m
a
a
m
v
e

s
a
r

In this paper, a mixture of anionic surfactant sodium cholate
SC) (50 mM) and Triton X-100 (0.1% (v/v)) was chosen as the

icellar system, and the typical five anabolic steroids, such

s androstenedione (AD), 19-norandrostenedione (NAD), 1,4-
ndrostadiene-3,17-dione (ADD), methandrostenolone (MA) and
ethyltestosterone (MT) were selected as the targets for ele-

ation of this mixed micellar system. These anabolic steroids,
xpect AD was a natural anabolic steroid, the other four were

b
l
a
w
n

ynthetic steroids, their molecular structures were very similar,
nd were all neutral compounds (see Table 1). Our experimental
esults demonstrated that the mixed micellar system has much

etter resolution than the single micellar system, and five ana-

ytes was basic separated in 12 min. Compared with the previous
nabolic steroids detecting method, the established MEKC method
as simpler, quicker, what is more important, it was more eco-
omical.
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. Experimental

.1. Apparatus

All experiments were carried out using a CAPEL 105 Capil-
ary Electrophoresis System (Lumex, Russia) with UV detector.
lectrophoresis was performed in a 62 cm (54 cm effective
ength)×50 �m i.d. bare fused-silica capillary (Yongnian Optical
iber Factory, Yongnian, Heibei Province, China). The water used
as purified by Milli-Q water purification system (Millipore, Bed-

ord, MA, USA). PHS-3c pH meter (Leizi Instrumentation Factory,
hanghai, China) was used for pH measurement.

.2. Reagents

AD, NAD and MA were purchased from Sigma (St. Louis,
O, USA). ADD was obtained from TCI (Tokyo Kasei Kogyo Co.,

apan). MT was purchased from National Institute for the Con-
rol of Pharmaceuticals and Biological Products (Beijing, China).
C was obtained from Acros Organics (Phillipsburg, New Jersey,
SA). SDS was purchased from Sigma, and Triton X-100 was got

rom Sinopharm Chemical reagent Co. Ltd. (Shanghai, China). �-
lucuronates was purchased from Sigma (Sigma–Aldrich, USA).
thanol was HPLC grade, and the other chemicals used were all
nalytical grade.

.3. Preparation of running buffer and standard solution

Preparation of Britton-Robinson (BR, pH 9.0) buffer solution:
.9464 g boric acid was accurately weighted into a beaker, and
.6 mL of glacial acetic acid, 5.33 mL of strong phosphoric acid were
dded sequentially. Then diluting the mixed solution to 1000 mL
ith water. Thus, 0.040 M three-acid mixed liquor was obtained.

ubsequently, 0.20 M NaOH solution was prepared by dissolving
.0 g NaOH with water, then also exactly diluting to 1000 mL. NaOH
olution was then added in drops to that three-acid mixed liquor
o obtain BR buffers with different acidity. And the pH value was
djusted and marked with precise acidity instrument.

The running buffer was composed of 15 mM of Britton-Robinson
pH 9.0), 50 mM of SC and 0.1% (v/v) of Triton X-100. All buffers were
reshly prepared everyday. Stock solutions (1.00 mg/mL) contain-
ng all analytical target compounds were prepared using ethanol.
he five standard solutions could be stable within 2 months when
tored in dark at 4 ◦C. The working solutions were prepared by dilut-
ng the stock solutions using a mixture of ethanol–buffer solution
pH 9.0 and 50:50, v/v).

.4. Sample preparation

.4.1. For CE method
Urine samples were collected from healthy volunteers (men)

t the age of 23 in large containers without any preservative. Each
andidate took three pills (30 mg) of MA tablets orally and then col-
ected their total amounts of urine within 12 h, respectively. Blank
rine samples were collected before taking the MA tablets.

Urine sample was extracted simply by liquid–liquid extraction:
mL N-hexane were added into the urine sample (5 mL), and the
ixture was shaken for about 5 min and centrifuged for 10 min

t 4000 rpm. The organic layer was separated and dried under N2

tream at temperature of 40 ◦C. The dry residue was redissolved in
00 �L of ethanol solution (1:10, v/v) before analysis. The whole
re-treatment could be completed within 30 min.

Moreover, all the sample solutions, standard solutions and
unning buffers should be filtered through an injection cellu-

l
i
i
e
i

(2009) 1002–1008

ose acetate filter (0.22 �m) and ultrasonically degassed prior to
se.

.4.2. For GC–MS method
Since steroids are non-volatile and non-polar compounds, it is

nevitable to do the derivatization before GC–MS detection. The
teroid sample preparation for GC–MS determination could be
ummarized as the following three steps.

1) Preconcentration and purification: The methyltestosterone
(50 �L, 50 ng/�L) which acted as ISTD was added to 5 mL real
urine samples. After urine sample was centrifuged for 10 min
at 4000 rpm, the solution was forced to pass through a C18 SPE
cartridge and then washed by 3 mL H2O and eluted by 5 mL
MeOH. The resulting solution was dried under N2 stream at the
temperature of 60 ◦C.

2) Enzyme hydrolyzation: It was reported that before excre-
tion in urine the steroid was strongly metabolized in human
body. 6�-Hydroxylation is the major metabolic pathway, so the
metabolites are both free and conjugated forms which mainly
exist as steroid glucuronates [30,31]. Thus, before GC–MS anal-
ysis, derivatization enzyme hydrolyzation should be conducted
to transfer the conjugated steroids into free steroids completely.
Then the urine sample, which only contained free steroid was
treated by 1.0 mL, 0.1 mol/L phosphate buffer (pH 7.0) and
5000 U �-glucuronates and incubated for 3 h at the temperature
of 55 ◦C.

3) Derivatization reaction: After cooling, 100 mg Na2CO3:NaHCO3
(1/8, w/w) was added to retain alkality. Steroid fraction was
extracted with 5 mL tert-butylmethylether and centrifuged for
10 min at 4000 rpm, and then the organic layer was separated
and dried by N2 stream at the temperature of 60 ◦C. Finally, the
derivatization reaction was carried out for 30 min at 70 ◦C by
methyl-trimethyl-silyl-trifluoroacetamide, trimethylsilyl imi-
dazole and dithio-erythritol, whose functions were silylating
reagent, catalytic agent and antioxidant, respectively.

.5. Procedure for separation

New capillary was washed successively with 0.5 mM of
ydrochloric acid for 30 min, deionized water for 10 min and
.5 mM of sodium hydroxide for 30 min. After that the capillary
as washed by deionized water for 10 min again. All the washing
rocedures were helpful to restore the proper condition of the inter-
al surface. Before the Capillary Electrophoresis System was used
veryday, the capillary should be flushed sequentially with deion-
zed water for 5 min, 0.1 M NaOH for 10 min and deionized water
or 5 min and finally equilibrated with running buffer for 10 min.

The sample was introduced by 30 mbars pressure for 10 s. The
nalysis was carried out in the above-mentioned buffer system
nder 18 kV running voltage. 241 nm was used as the detection
avelength. All experiments were performed at 25 ◦C. After each

unning, the capillary was flushed with running buffer for 3 min.

.6. GC–MS detection

The Agilent 6890N gas chromatography-Agilent 5973i mass
etector system was used in the study. Chromatographic separation
as performed with an Agilent Capillary Column (HP-1MS, 30 m
ength × 0.25 mm i.d. × 0.1 �m film thickness) with the follow-
ng instrumental conditions: Ultra-pure helium flow: 0.9 mL/min;
njector temperature 280 ◦C; transfer line temperature 290 ◦C;
nergy of electron 70 eV; the oven temperature was set at 180 ◦C,
ncreased to 220 ◦C at 3.3 ◦C/min, then increased to 310 ◦C at
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ig. 1. Comparison of the effect on the separation by use of different surfactants. An
V: 241 nm; injection conditions: 30 mbar × 10 s. (a) SDS 20 mM, 1. NAD and ADD; 2

v/v) Triton X-100, 1. NAD; 2. ADD; 3. AD; 4. MA; 5. MT.

0 ◦C/min, and held for 3 min. The parameters of HP 5973i mass
etector were: ion mass/charge ratio, 50–550 m/z; scan mode.

. Results and discussion

Due to the similar structures and neutral character, it was diffi-
ult to separate the five steroids in a normal running buffer solution
hen CZE was employed. Therefore, MEKC was considered in the

tudy for its superior separation efficiency to the neutral com-
ounds [30,32].

.1. Effects of electrolyte pH value and concentration

It was reported that the pH value of buffer solution was the
ost important parameter affecting the separation efficiency of

ZE mode. However, in this MEKC mode, when bi-micellar surfac-
ant containing 50 mM SC and 0.1% (v/v) Triton X-100 were used,
he change of pH value from 5.0 to 10.0 did not affect the resolution.
n order to get a short analytical time, pH 9.0 was employed in this
tudy.

Increasing the concentration of buffer solution would influence
he viscosity coefficient of the running solution, which would lead
o decreasing the eletroosmotic flow (EOF). When the buffer con-

entration increased from 10 to 30 mM, the migration time was
rolonged and meanwhile the current intensity turned to be higher
nd more instable. In order to save analytical time and get the good
eparation, BGE containing 15 mM BR was chosen as the optimal
oncentration.

t
e
o
i
r

l conditions: buffer solution: pH 9.0 BR (15 mM); applied voltage: 18 kV; detection
3. MA; 4. MT. (b) SC 50 mM, 1. NAD; 2. ADD; 3. AD; 4. MA; 5. MT. (c) SC 50 mM-0.1%

.2. Selection of the surfactants

As a kind of surfactant widely used in MEKC, SDS was firstly
xamined in our work. The effect of SDS on separation efficiency
as firstly studied on our five targets substances by adding cer-

ain amount of SDS into the BR solution in the presence of 0.1%
v/v) Triton X-100. The concentration of SDS varied in the range
f 10–40 mM. It was found that when the concentration of SDS
ncreased, AD, MA and MT could be separated gradually, but the
ther two steroids (NAD and ADD) could not be separated any more
peaks were overlapped completely) (see Fig. 1a). In the meantime
he migration time was prolonged obviously and the widths of the
orresponding peaks were enlarged greatly.

Since the five steroids could not be separated completely by SDS,
nother surfactant SC was tried in this study. SC is a kind of bile
alts, which have a large, rigid and planar hydrophobic structure
n their steroid nucleus with two or three hydroxyl groups. Due to
he special molecular structures of bile salts, they belong to a spe-
ial group of biosurfactants and have different properties compared
ith other surfactants. Some reports have indicated that bile salts
rovided better selectivity and greater micelle polarity compared
ith SDS [33]. Our experiment confirmed this viewpoint. The SC in

he running buffer had a significant effect on the separation of AAS.
hen the concentration of SC was higher than its CMC (14 mM),
he neutral steroids interacted with SC micelles and caused differ-
nt migration behavior of the various anabolic steroids. The effects
f SC on the migration behavior of the target analytes were exam-
ned under the concentration of 15, 25, 35, 45, 50, 55 and 60 mM,
espectively. When the concentration of SC was higher than 50 mM,
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Table 2
Results of regression analysis on calibration curves and the detection limitsa

Analyte Regression equation (y = ax + b) Correlation coefficient (R2) Linear range (�g/mL) Detection limits (�g/mL)

NAD y = 1.9276x + 3.9512 0.9987 0.7–100.0 0.31
ADD y = 1.6366x + 1.3995 0.9986 0.6–50.0 0.22
AD y = 1.5387x + 2.3995 0.9987 1.0–60.0 0.43
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A y = 1.1879x + 1.6227 0.9984
T y = 3.4643x + 6.2123 0.9991

: peak area (mAU × s); x: amount concentration (�g/mL).
a Other conditions are the same as in Fig. 1(c).

ot only AD, MA and MT separated well, but also NAD and ADD
peak 1 and peak 2 in Fig. 1b) had a trend to be separated. Another
rofit was that the separation time would greatly shorten when SC
as adopted as the surfactant instead of SDS. As a compromise, the
0 mM SC was selected as the optimal concentration.

In order to further improve the separation of NAD and ADD, the
ixed surfactants were taken into consideration for adjusting the

esolution or peak distribution in MEKC [34,35]. So in this exper-
ment, methanol, carbamide and Triton X-100 were tested as the
dditives of BR buffer and SC surfactant. Only when Triton X-100
as used as additives, NAD and ADD could be separated completely.

he reason might be that Triton X-100 was a kind of nonionic sur-
actant, when it was applied in CE, it could be used as a false static
hase inside the capillary to control the EOF at the same time [36].
he effect of Triton X-100 concentration on the separation of NAD
nd ADD was investigated carefully in the range of 0–0.25%. The
esult showed that the satisfied resolution (Rs = 1.63) for the two
nalytes could be obtained when the concentration of Triton X-100
as 0.1% (v/v). Fig. 1c shows the good separation when Triton X-

00 was used as additive in the SC surfactants. At last, bi-micellar
urfactant containing 50 mM SC and 0.1% (v/v) Triton X-100 were
tilized in this study.

.3. Optimization of instrument parameters

The parameters of the instrument, such as separation voltage,
njection time and detection wavelength were also optimized to
et the best separation and detection of these five analytes.

The effect of separation voltage on the migration time of the ana-
ytes had been investigated. The results showed that the migration

ime was decreased with the increasing voltage for all five com-
ounds. However, when the separation voltage was higher than
8 kV, the separation efficiency was not good. Thus, 18 kV was
hosen as the optimal working voltage. Injection time is another
mportant factor influencing the analytical sensitivity and selec-

d
l
0
t
0

able 3
ecovery of the spiked urine samplea

nalyte Added (�g/mL) Found (�g/m

AD 10.0 8.15
5.00 4.39

15.0 15.2

DD 11.0 10.6
5.50 5.09

16.5 18.7

D 9.00 7.43
4.50 4.59

13.5 12.0

A 12.0 10.2
6.00 5.42

18.0 18.9

T 10.5 9.79
5.20 4.51

15.7 13.7

a Other conditions are the same as in Fig. 1(c).
0.6–70.0 0.20
1.2–80.0 0.51

ivity. Injection time experiment gave the result that peak area
ould be increased with the injection time increasing from 6 to

4 s at the intervals of 2 s under the injection pressure of 30 mbar.
owever, peak broadening appeared obviously when injection time
as longer than 10 s. Therefore, 10 s was selected as the optimal

njection time.
UV spectrometer was used to look for the maximum wave-

ength of the five steroids. The experimental result showed
hat the maximum wavelength was always in the range of
38–244 nm. As a compromise of the sensitivities of five ana-

ytes, 241 nm was selected as the most suitable wavelength for this
ethod.
To sum up, the optimum conditions for separation and detec-

ion could be described as follows. The BGE containing the mixture
urfactants of 50 mM SC and 0.1% (v/v) Triton X-100 in a 15 mM
R (pH 9.0) buffer were used as running solution. In addition,
8 kV was applied for CE separation. The injection condition was
0 mbar × 10 s and the detection wavelength was 241 nm. Under
hese conditions, a typical separation electropherogram of a stan-
ard mixture solution is illustrated in Fig. 1(c). The chromatogram
howed these five similar neutral compounds could be completely
eparated in a short time (12 min).

.4. Linear range, detection limit and repeatability

A series of the standard mixture solution of NAD, ADD, AD,
A and MT were determined and then quantitative result of this
ethod is given in Table 2. The linear relation was based on the

oncentration of the compound and the corresponding peak area.
he regression equations, linear ranges, correlation coefficients and

etection limits are shown in Table 2. The linear ranges (with corre-

ation coefficients R2 > 0.9984) were 0.7–100.0, 0.6–50.0, 1.0–60.0,
.6–70.0 and 1.2–80.0 �g/mL for NAD, ADD, AD, MA and MT, respec-
ively. The detection limits of the five analytes were in the range of
.20–0.51 �g/mL (signal to noisy, S/N = 3).

L) Recovery (%) R.S.D. (%) (n = 3)

81.5 3.9
87.8 4.8

101 1.9

96.6 2.1
92.5 5.7

113 2.6

82.6 1.6
102 2.6
88.9 3.1

85.0 4.5
90.4 3.7

105 3.3

93.2 2.7
86.7 2.9
87.3 3.7
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Fig. 2. The electropherograms of the blank urine sample (A) and urine sample after
volunteer’s oral administration of methandrostenolone tablets (B). The conditions
were the same as in Fig. 1(c), 1. ethanol; 2. MA.
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ig. 3. GC–MS total ion chromatogram of scan analysis of urine sample 1.
ethandrostenolone-2TMS. GC–MS conditions are as shown in Section 2.6.

A standard mixture solution of five analytes was analyzed to

valuate the repeatability of the peak area and migration time
nder the optimum conditions. The results showed that the R.S.D.
n = 7) of the migration times and the peak areas were less than
.7%, and 2.7%, respectively.

m
t
s

ig. 4. The mass spectrum of methandrostenolone-2TMS. A, B, C and D represent ring A, ri
(2009) 1002–1008 1007

.5. Applications to the real urine sample

.5.1. Spiked urine sample
The content of MA in MA tablet was determined firstly, the

etected content was 88.2 mg/g compared with the marked content
n the brand (92.5 mg/g), and the accuracy was 95.4% (R.S.D. = 2.5%,
= 5). Then mixed solutions of five standard analytes were added

nto the blank urine following the simple sample pre-treatment
see Section 2.4.1). The result showed that no interference was
bserved when the endogenous matter and the target compounds
ere coexisted in urine samples. In order to verify the reliability of

he method, the recoveries of these compounds in the urine sam-
les were also investigated, and the repeatability was determined
y repeated injection of solution (n = 3). The method recoveries of
he five analytes ranged from 81.5 to 113% with the R.S.D. <5.7% (see
able 3).

.5.2. Real urine sample
AAS have been widely used to improve athletic performance

ecause of their myotrophic action. Hence, the determination of
he anabolic steroids in urine is one of the essential parts of doping
ontrol.

In order to validate the feasibility of this method, MA, the main
omponent of methandrostenolone tablets, was measured in the
eal urine sample after volunteer’s oral administration. The real
rine samples were simply prepared according to the procedure
escribed in Section 2.4.1. As illustrated in Fig. 2, the free MA com-
onent was successfully detected, and target peak was traced by
dding standard MA solution. This result demonstrated that no
ignificant endogenous matter was interfered with the targeted
A.
Moreover, GC–MS method had been used to make the further

onfirmation whether the MA remained in the real urine sample.
he sample preparation for GC–MS detection was according to Sec-
ion 2.4.2. The GC–MS method validated the existence of the MA in
rine, Fig. 3 refers to the total ion chromatogram of derivatization
roduct ion. The conditions of GC–MS are described in detail in Sec-
ion 2.5. Fig. 4 shows the mass spectra of MA-2TMS (derivatization
roduct) obtained by GC–MS. As shown in Fig. 4, it points out that
he ion (m/z = 444) is the characteristic ion fraction of MA-2TMS,
nd confirmation ions 206 and 143 are assigned to the fragmen-
ation of rings B and D, respectively (molecular mass of -OTMS is
The result of GC–MS analysis confirmed that the MEKC
ethod established in this paper could be successfully applied

o the determination of the anabolic steroids in the real urine
amples.

ng B, ring C and ring D, respectively. GC–MS conditions are as shown in Section 2.6.
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. Conclusion

A MEKC method has been developed for the determination
f five anabolic steroids including natural and synthetic ones. A
ew mixed micelle solution consisting of SC and Triton-100 was
riginally studied to solve the hard separation problem of these
eutral steroids with the similar structures. Under the optimum
onditions, baseline separation of the five analytes was achieved
ithin 12 min. The free MA in the candidate’s urine who orally took
ethandrostenolone tablets was detected, and GC–MS method

onfirmed this conclusion.
This method compared with the conventional GC–MS method

ad some evident advantages: (1) rapid analysis, only 12 min was
onsumed while at least 30 min for GC–MS; (2) simple sample
reparation. For GC–MS tedious sample precondition especially
erivatization reaction was usually requested. The total time for
ample preparation should be more than 2 days. However, without
erivatization the simple sample preparation for MEKC was only
ithin 30 min; (3) low analytical expense. One sample would need

t least 10–20 dollar for GC–MS determination, but only 2 dollar
as sufficient for MEKC. To sum up, the MEKC established in this
aper was promised to be a simple, rapid and low-cost method for
he determination of the anabolic steroids in human urine. Future
ork will be focused on developing the undersized and mobile

quipment for the field doping determination.
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a b s t r a c t

Kinetic speciation of uranium in model solutions containing uranium and humic acid (HA) and in natural
waters has been investigated by Competitive Ligand Exchange Method (CLEM). In alkaline freshwaters,
most of uranium species were uranium–carbonate species, which were labile in the CLEM experiment.
The uranium speciation of every sample was characterized either as “labile” or “non-labile” uranium
complexes depending on the dissociation rate coefficients of the complexes. The results showed that as the
U(VI)/HA ratio was decreased, the dissociation rate coefficients decreased and the labile fraction decreased
as well. When the U(VI)/HA ratio was 0.1, the labile fraction of the U(VI)-HA increased with increasing
Speciation
Competitive Ligand Exchange Method
Humic acid
Natural waters
I

pH; however, there was no pH effect on the dissociation of U(VI)-HA complexes at lower U(VI)/HA ratios.
Chelex-100 had some limitations in its use for the study of dissociation of U(VI)-HA complex at very
low U(VI)/HA ratios. By developing an analytical method and procedure for quantitative determination of
kinetic parameters for the dissociation of uranium-HA complexes in model solutions and natural waters,
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CP-MS this work has made a subs

. Introduction

Uranium is one of the heaviest naturally occurring elements on
arth. It has 16 known isotopes, all of which are radioactive. In
ature, U consists of a mixture of three isotopes, 238U (99.276%),
35U (0.718%), and 234U (0.0056%) [1]. The chemical toxicity of
ranium in natural water systems depends not only on the total
ranium concentration, but also on the chemical speciation of ura-

ium [2]. Uranium exists as various chemical species in natural
aters, including the free metal ions (UO2

2+), and complexes with
norganic and organic ligands (both anion and cation) [3]. Humic
ubstances (fulvic acid, humic acid, and humin), which represent
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ypically 40–99% of dissolved organic carbon (DOC) [4], are impor-
ant complexing agents for uranium in natural waters at neutral or
ow pH. Fulvic acid (FA) apparently reduces the bioavailability of U

ith increasing pH, by reducing the activity of UO2
2+ [5]. The bind-

ng of U(VI) by humic acid (HA) is stronger than that by fulvic acid
nd exhibits a larger pH-dependence [6]. Several kinetic studies of
ther metals complexation with humic substances have been done
sing Competitive Ligand Exchange Method (CLEM) [7–10]. How-
ver, published literature on the kinetics of uranium binding to the
umic substances is relatively scarce. This work presents the results
f our investigation of kinetics of uranium binding to humic acid,
tudied using CLEM combined with inductively coupled plasma
ass spectrometry (ICP-MS).

. Competitive Ligand Exchange Method

The kinetic model proposed by Olson and Shuman [11] was
dapted to the study of speciation of uranium(VI) complexes as
escribed below.
Consider a metal complex, MLi, undergoes a first-order or
seudo-first-order dissociation, as follows:

Li

kd,i�
kf,i

M + Li (slow) (1)
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here M is a metal ion and Li is a complexant such as CO3
2− or

umic acid, kd,i and kf,i are the rate coefficients of dissociation and
ormation of MLi, respectively. The charges have been omitted for
implicity.

Assuming that the metal reacts with a large excess of a compet-
ng ligand, Chelex-100 chelating resin, resulting in the formation of
strong M–Chelex complex:

+ Chelex
kf,M-Chelex

�
kd,M-Chelex

M-Chelex (fast) (2)

here kf,M–Chelex and kd,M–Chelex are the rate coefficients of for-
ation and dissociation of M–Chelex, respectively. Since the

ompeting ligand has been added in large excess, the net reaction,
q. (3), lies far to the right, and is considered as pseudo-first-order
nd irreversible

Li + Chelex → M–Chelex + Li (3)

he concentration of MLi can be described by a pseudo-first-order
ate law.

dcMLi

dt
= kd,icMLi

(4)

ntegrating Eq. (4) and get Eq. (5):

MLi
(t) = c0

MLi
exp(−kd,it) (5)

here c0
MLi

is the initial concentration of the MLi complex and
MLi(t) is the concentration of the MLi complex at any time, t, kd,i
s dissociation rate coefficient of MLi.

Since it has been assumed that the MLi complexes dissociate
imultaneously and independently, the total concentration of metal
M remaining in the solution, at any time, t, is shown by Eq. (6)

M(t) =
n∑

i=1

c0
MLi

exp(−kd,it) (6)

n M-HA system, Eq. (6) can be simplified as consisting of two
omponents: fast (labile) and slow (non-labile) component, and
e-written as Eq. (7)

Mk(t) = c1 exp(−kd1t) + c2 exp(−kd2t) (7)

here c1 and c2 are the initial concentrations of the fast and the
low component and kd1 and kd2 are the dissociation coefficients
f these components, respectively. The percentage of the total metal
emaining in the solution, CM(t) = cM(t)/cM(0) × 100%, at any time t,
as used in this work to avoid the bias error. Eq. (7) can be re-
ritten as:

M(t) = C1 exp(−kd1t) + C2 exp(−kd2t) (8)

here C1 and C2 are the percentage of the fast and the slow compo-
ent, respectively, in the initial solution; C1 = c1/cM(0) × 100% and
2 = c2/cM(0) × 100%.

. Experimental

.1. Reagents

Chelex-100 chelating resin (Bio-Rad 100–200 mesh) was con-
itioned for the work by soaking Chelex-100 resin sequentially in
ethanol, 1 mol/L HCl, 3 mol/L NH4OH and 0.1 mol/L HCl [12]. The
CP-MS/AES uranium standard solution (SCP SCIENCE, 1000 mg/L)
as used to prepare uranium model solutions in ultra pure water of

esistivity of 18.2 M� cm, obtained direct from a Milli-Q Academic
Millipore, USA) ultrapure water system. Nitric acid (Optima, Fisher
cientific) and sodium hydroxide (Caledon Laboratories Ltd.) were

a
fi
s
t
t

(2009) 1015–1020

sed to adjust the pH. Ammonium acetate (BDH Inc.) was used to
repare 0.01 mol/L ammonium acetate solutions.

Humic acid was supplied by Dr. Les Evans (University of Guelph,
uelph, Ontario), who characterized and purified the HA accord-

ng to the procedure recommended by the International Humic
ubstances Society. The bidentate complexing capacity of HA was
alculated to be 4.88 mmol/g [13]. A stock solution of 1.0 g/L HA was
repared by dissolving approximately 1.0 g HA in sodium hydrox-

de, and the solution was made up to 1 L of ultrapure water. The
olution was stored in the dark at 4 ◦C.

.2. Model solutions, the synthetic lake water sample, and the
atural water sample

A series of model solution was prepared by spiking known
mounts of uranium standard solution into the HA solutions to
ake the concentration ratio of U(VI)/HA 0.1, 0.01 and 0.001. The

otal uranium concentration in these solutions was fixed at 20 �g/L
8.4 × 10−8 mol/L), whereas the HA concentration was varied: 0.2,
.0 and 20 mg/L. The above concentration range corresponded to
he range found in natural waters. Ammonium acetate was added to
hose model solutions as pH buffer (final concentration 0.01 mol/L).
he mole/mass ratio of U(VI)/HA in the above three solutions was
.42, 0.042 and 0.0042 mmol/g. The pH of these model solutions
as adjusted to 6.0, 7.0 or 8.0, using aqueous solutions of NaOH

nd HNO3. The model solutions were then equilibrated for 48 h in
he dark at room temperature.

Samples of natural waters (surface waters) were collected
rom St. Lawrence River at Morrisburg (Ontario, Canada), using
.2 L Teflon bottles. Major cations and anions were quantitatively
etermined by using atomic emission spectrometry (AES) and

on-exchange chromatography (IEC), respectively. Total dissolved
rganic carbon and inorganic carbon were determined using TOC
nalyzer (Shimadzu TOV-VCPH). The synthetic lake water sample
imulating the natural lake water was prepared in our laboratory
y adding inorganic chemicals and humic acid to ultrapure water
f resistivity 18 M� cm.

300 mL of the test sample of above solutions was stirred with
Teflon-coated magnetic stirring bar in a Teflon reactor. About 3 g
helex 100 resin (1 g/100 mL), which had been soaked in 0.01 mol/L
mmonium acetate buffer at the same pH as that of the test sample
olution, was added to the test sample. The test sample was filtered
ith a 8 �m polycarbonate membrane filter (Whatman), which
as placed at the end of the reactor tube to filter out the Chelex

00 resin before introducing the filtrate into Elan 6100 DRC ICP-MS
PerkinElmer SCIEX). The total experimental time was 1–2 h.

. Results and discussion

The U(VI)-HA systems were very complex, even in a simple
odel solution. The complexation kinetics of U(VI)-HA could be

nfluenced by many factors, such as the deprotonation of HA at
ifferent pH, the hydrolysis of uranyl ion and the formation of
ranyl complexes. The experimental data were analyzed using
arquardt–Levenberg algorithm, an advanced non-linear regres-

ion algorithm. All the data were fitted using one, two or three
istinct components to find the best-fitting curve, using SigmaPlot
0 computer program (Systat Software Inc.).

The kinetic curves and kinetically distinguishable components

re presented in Figs. 1–3 and Tables 1–3. The error bars in the
gures represent standard deviation of the average of three mea-
urements. In the kinetic curves, the initial steep part represents
he fast component, which is the labile fraction (C1), whereas
he plateau part is the slow component or non-labile fraction
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Fig. 1. Ligand exchange kinetics for three U(VI)/HA ratios in model solutions at pH
6.0. Uranium concentration was 20 �g/L (8.4 × 10−8 mol/L) and ammonium acetate
concentration was 0.01 mol/L, whereas humic acid concentration was varied. (�)
U/HA ratio 0.1 and HA 0.2 mg/L, (�) U/HA ratio 0.01 and HA 2.0 mg/L and (�) U/HA
ratio 0.001 and HA 20.0 mg/L. Error bars represent standard deviations for the aver-
age of three measurements.

Fig. 2. Ligand exchange kinetics for U(VI)/HA in model solutions with U(VI)/HA ratio
0
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Table 2
Kinetically distinguishable components in U(VI)-HA model solutions without the
ammonium acetate buffer, pH 7.0, uranium in 0.01 mol/L ammonium acetate buffer,
pH 7.0, and uranium in 0.004 mol/L sodium bicarbonate, pH 10

U/HA ratio C1 (%) kd1 (10−3 s−1) C2 (%) kd2 (10−5 s−1)

0.1 46.3 ± 3.1 1.1 ± 0.2 51.3 ± 1.6 11.9 ± 1.9
0.01 16.6 ± 2.3 2.4 ± 2.2 77.1 ± 6.3 10.3 ± 2.6
0.001 3.2 ± 1.3 1.8 ± 0.8 95.4 ± 2.1 4.9 ± 0.5
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similar binding sites.

The first-order dissociation rate coefficient of the fast kinetically
distinguishable component (kd1) is around 10−3 s−1, whereas that
of the slow component (kd2) is about 10−5 s−1. Compared to the
previous studies on nickel-HA model solutions [7], the first-order
.1 at different pH values. Uranium concentration was 20 �g/L (8.4 × 10−8 mol/L),

A concentration is 0.2 mg/L, ammonium acetate 0.01 mol/L. (�) pH 6.0, (�) pH
.0, (�) pH 8.0. Error bars represent standard deviations for the average of three
easurements.
C2). As reported by Sekaly et al. [14,15], the binding sites of
umic substances can be differentiated into recognizable groups,
pproximated by a small collection of rate coefficients. The bind-
ng sites of heterogeneous, natural organic complexants, such as

able 1
inetically distinguishable components in U(VI)-HA model solutions, ammonium
cetate concentration 0.01 mol/L, uranium concentration 20 �g/L

/HA ratio pH C1 (%) kd1 (10−3 s−1) C2 (%) kd2 (10−5 s−1)

.1 6 50.2 ± 5.6 2.0 ± 0.1 44.6 ± 2.7 15.3 ± 0.5
7 58.1 ± 5.4 2.3 ± 1.0 34.6 ± 12.4 12.7 ± 11.5
8 78.5 ± 6.7 2.5 ± 0.4 20.9 ± 0.9 7.4 ± 1.4

.01 6 31.2 ± 1.6 0.6 ± 0.04 62.6 ± 0.7 9.4 ± 0.6
7 24.0 ± 2.7 0.6 ± 0.1 66.7 ± 3.0 9.9 ± 0.5
8 26.2 ± 4.7 0.4 ± 0.1 71.6 ± 5.7 6.6 ± 1.0

.001 6 94.0 ± 3.4 4.3 ± 0.8
7 82.3 ± 3.1 3.3 ± 0.5
8 83.1 ± 5.1 2.8 ± 0.5

F
t
w
a

, buffer only 73.1 ± 10.6 10.5 ± 3.7 25.3 ± 10.8 46.3 ± 3.5
, NaHCO3 90.8 ± 10.5 19.9 ± 4.7 20.4 ± 4.9 20.6 ± 6.5

ranium concentration 20 �g/L.

umic substances, have continuous distributions and it is therefore
mpossible to define the individual binding sites. Two kinetically
istinguishable components (fast and slow) were found to be the
est fitting for the data.

.1. Effect of the U(VI)/HA ratio on kinetic parameters

Fig. 1 presents the ligand exchange kinetics for the three
(VI)/HA ratios in model solutions at pH 6.0. The data for the
ther pH values are not shown. Table 1 shows the kinetic param-
ters obtained by fitting the data for all the pH values to the
inetic Model. The concentration of uranium bound to strong bind-

ng sites of humic acid (slow or non-labile component) increased
ith decreasing U(VI)/HA ratio at all pH values, whereas the con-

entration of uranium bound to weak binding sites (fast or labile
omponent) decreased. The dissociation rate coefficients of U(VI)
ound to humic acids decreased with decreasing U(VI)/HA ratios,
robably because uranium was bound to stronger binding sites
t lower U(VI)/HA ratios. Saito et al. [16] reported two apparent
omplex formation constants for uranium–humic acid complex,
ndicating two different types of binding sites for uranium in humic
cid. However, the rate coefficients (kd1 and kd2) do not correspond
o two precisely defined binding sites or complexes because there
s a large number of binding sites in humic acid and the physical
nd chemical nature of the sites vary widely. Hence, the rate coef-
cients probably represent the average dissociation coefficient of
ig. 3. Ligand exchange kinetics of uranium species in St. Laurence River and syn-
hetic lake water sample. Uranium concentration was 10 �g/L. (�:) Synthetic lake
ater and (�) St. Laurence River water sample. Error bars represent standard devi-

tions for the average of three measurements.
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Table 3
Major inorganic ions, total organic and inorganic carbons in St. Lawrence River and
in synthetic lake water samples

St. Lawrence River
sample (mg/L)

Synthetic lake water
sample (mg/L)

Ca2+ 41.9 ± 0.3 35.2
Mg2+ 8.8 ± 0.8 8.9
Na+ 20.2 ± 0.3 19
K+ 2.5 ± 0.2 1.7
SO4

2− 26.6 ± 0.2 35.5
NO3

2− 0.55 ± 0.03 2.8
Cl− 33.7 ± 0.4 62
TOC 2.8 ± 0.5 –
T

H
H

p
L
p
R
v
e
t
u

p
i
o
T
a
a
c
n
a
p
t
o
[
w
o
C
t
g
u
l
b
c

a
l
s
Therefore, the U/HA ratio of U-HA species in the synthetic lake sam-
ple is about 0.0003. The non-labile urnaium species is probably the
uranium bound to the strong binding sites of humic acid. For the
St. Lawrence River water sample, the pH and the concentration of
CO3

2− are higher than that of the synthetic lake water sample, and

Table 4
Kinetically distinguishable components of uranium species in St. Lawrence River
water and in synthetic lake water samples
018 J. Zhao et al. / Talan

issociation rate coefficients of uranium are higher than that of
ickel, which are about 10−4 s−1 (fast), and 10−6 s−1 (slow), sug-
esting that the UO2

2+ binds less strongly than Ni2+ to humic acid.
To study the effect of pH buffer on the kinetics parameters

f U-HA complexes, U(VI) model solutions with the ammonium
cetate buffer and without the buffer were investigated using CLEM.
able 2 presents the kinetic parameters for uranium in 0.01 mol/L
mmonium acetate buffer and U(VI)-HA model solution without
H buffer, at pH 7.0. In the U-ammonium acetate system (pH 7), the
ajor uranium species are UO2(OH)2 (aq.) (38%) and UO2OH+ (33%),

alculated by Visual MINTEQ program, whereas U-acetate species is
bout 12%. The “labile” and the “non-labile” fraction can be obtained
rom the data fitting, which may, however, interfere with the deter-

ination of speciation parameters of U-HA. The “labile fraction”
f uranium in the ammonium acetate buffer is much greater than
hat in the U(VI)-HA model solution without the buffer. The rate
oefficients for both fast and slow components in the ammonium
cetate buffer are about 10 times higher than those in the U(VI)-HA
odel solution without the buffer, which indicates that the ura-

ium species in ammonium acetate buffer is more labile than that
n U-HA model solution. The ammonium acetate buffer can affect
he results of the uranium kinetic speciation. Compared with the
ata of U(VI)-HA model solution with the buffer at pH 7.0 in Table 1,
he labile component in the U(VI)-HA model solution with the
uffer is greater than that without the buffer, probably because of
he formation of uranium–acetate complex in the U(VI)-HA model
olution with the buffer. The uranium bound to weak binding sites
f humic acid and uranium–acetate complex are not distinguish-
ble in CLEM, probably because the dissociation rate coefficients of
he two uranium complexes are very close. Table 2 also shows the
inetic parameters for uranium in 0.004 mol/L sodium bicarbonate.
ranium-carbonate species predominate in the presence of bicar-
onate and carbonate, and in CLEM experiment these species are

dentified as labile species.

.2. Effect of pH on kinetic parameters

There is no significant pH effect on the kinetic parameters in the
odel solutions having the U (VI)/HA ratio 0.01 and 0.001. How-

ver, at the U (VI)/HA ratio 0.1, as pH values increases from 6.0 to
.0, the labile component increases with a corresponding decrease

n the non-labile component. Fig. 2 presents the ligand exchange
inetics for U(VI)/HA in model solutions having the U(VI)/HA ratio
.1 at different pH values. In freshwater systems, free uranyl ion
UO2

2+) is the predominant species only at low pH. With increas-
ng pH, the proportions of hydrolysis products of U(VI), such as
O2OH+, UO2(OH)3

− and (UO2)2(OH)2
2+, increase. In the kinetic

tudy, formation of uranium-hydroxide decreases the percentage
f non-labile component and increases the percentage of labile
omponent. At the U(VI)/HA ratio 0.1, this effect could be more sig-
ificant than at lower U(VI)/HA ratios because an increase in the
A concentration suppresses the hydrolysis of U(VI) and promotes

he formation of U(VI)-HA complex [17]. Furthermore, at the lower
(VI)/HA ratios, a greater proportion of uranium binds to the strong
inding sites, resulting in an increase in the non-labile fraction.

.3. Kinetic parameters in the natural waters and the synthetic
ake water sample

The total uranium concentration in the St. Lawrence River water

Ontario, Canada) sample was 0.35 ± 0.01 �g/L (determined by ICP-

S), which was not able to give a signal strong enough to do the
omputer program fitting. Therefore, the natural water sample and
ynthetic lake water sample were spiked with uranium standard
olution so as to produce the final concentration of 10 �g/L. Fig. 3

S
S

U

IC 19.9 ± 0.4 –

CO3
− – 50

umic acid – 1

resents ligand exchange kinetics of uranium species in the St.
awrence River water sample and the synthetic lake water sam-
le. The percentage of uranium remaining in both the St. Lawrence
iver water sample and the synthetic lake water sample decreased
ery fast to about 5% and 20%, respectively, in the first 2000 s of the
xperiment. At the end of experiment, the uranium remaining in
he St. Lawrence River water sample was almost 1%, whereas the
ranium remaining in synthetic lake water sample was about 5%.

The major inorganic cations and anions of these two samples are
resented in Table 3 as well as total organic carbon (TOC) and total

norganic carbon (TIC). The kinetically distinguishable components
f uranium species in the two samples are presented in Table 4.
he labile components in the two samples were greater than 90% of
ll uranium species, and only the tightly bound uranium remained
fter 4000 s, indicating that the dissociation rate coefficient of slow
omponents were very small (less than 10−6 s−1); these compo-
ents were considered as inert. There are many factors that can
ffect the binding capacity and affinity of the heterogeneous com-
lexants such as HA for metal binding, such as the number and
ype of ligands, the position of the binding sites in the structure
f the complexants, the metal-to-binding site ratio, and the pH
18]. The pH value of St. Lawrence River water sample was 8.3,
hereas that of synthetic lake water sample was 7.8. In pH range

f 6 to 8, UO2(OH)-HA(I) complex is dominant in the absence of
O2, as reported by Sachs using laser-induced fluorescence spec-
roscopy, where HA(I) means that one proton exchanging functional
roups of HA takes part in the reaction [17]. However, under
sual environmental conditions, at high pH, hardness and alka-

inity, the uranium–carbonate and uranium-hydroxide–carbonate
ecomes more dominant species than uranium–humic substances
omplexes [2].

Fig. 4 presents the predicted distribution of uranium species
s a function of pH (2–12) in synthetic lake water sample, calcu-
ated using Visual MINTEQ program. At pH 7.8, about 92% uranium
pecies is Ca2UO2(CO3)3 (aq.), whereas U-HA species is about 3%.
C1 (%) kd1 (10−3 s−1) C2 (%) kd2 (10−5 s−1)

t. Lawrence River 94.3 ± 1.8 2.7 ± 2.8 5.1 ± 3.0 <10−6 (Inert)
ynthetic lake water 91.0 ± 12.8 0.6 ± 0.1 11.8 ± 9.8 <10−6 (Inert)

ranium concentration was 10 �g/L.
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Fig. 4. Predicted uranium speciation (% total uranium) in synthetic lake water as
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Fig. 5. Ligand exchange kinetics for U(VI)/HA in model solutions with U(VI)/HA ratio
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unction of pH (2–12), calculated using Visual MINTEQ version 2.51. Total uranium
oncentration 10 �g/L, major cation and anion concentrations are shown in Table 4.
�) UO2

2+, (♦) HA-UO2
+, (�) HA-UO2, (×) UO2CO3 (aq.), (�) Ca2UO2(CO3)3 (aq.), (�)

O2(OH)3
− and (�) UO2(OH)4

2− .

bout 97% of total uranium is U-carbonate species in spite of the
act that it has a higher DOC concentration (2.8 mg/L).

Li et al. [19] studied the uranium speciation in St. Lawrence River
sing diffusive gradients in thin films (DGT) technique and reported
hat the DGT labile fraction was about 73% for the DE81 anion-
xchange filter and 60% for the Chelex DGT cation-exchange resin. In
heir study, the major uranium species was UO2(CO3)2

2− (72.88%)
nd UO2(CO3)3

4− (26.70%) in the calculated uranium speciation
istribution at pH 8.2; therefore, the DGT labile species for DE 81
as most likely UO2(CO3)2

2−. In our work, the CLEM/ICP-MS results
how trends similar to those of the above DGT study. The labile
omponent in our study was most probably uranium–carbonate
pecies, whereas the non-labile component was the uranium bound
o the strong binding sites of DOC.

.4. Adjunctive and Disjunctive Pathways

Two reaction pathways for the overall ligand-exchange reactions
ay be considered:

(i) Slow dissociation of ML to give M and L, followed by a fast reac-
tion with the competitive ligand, Chelex 100, which is known
as the Disjunctive Pathway, shown in Eqs. (1) and (2).

ii) Direct attack by the competitive ligand followed by loss of the
original ligand, L, which is known as the Adjunctive Pathway,
shown in Eqs. (9) and (10).

MLi + Chelex → M–Chelex − Li (9)

M–Chelex − Li → M–Chelex + Li (10)

Both the Disjunctive and Adjunctive Pathway may contribute
to the observed overall rate coefficient.

The metal binding to Chelex-100 resin is a surface reaction. If the
eaction is simplified as unimolecuar adsorption reaction, it can be
reated in terms of the Langmuir isotherm as follows [20].

ka
+ S�
k−a

M–S (11)

= ka

k−a
(12)

w

−

.001 at pH 7. Chelex was added in various amounts, as shown below. Uranium con-
entration was 20 �g/L (8.4 × 10−8 mol/L), HA concentration is 20 mg/L, ammonium
cetate concentration is 0.01 mol/L. (�) Chelex 1 g/100 mL, (�) chelex 2 g/100 mL and
�) chelex 3 g/100 mL.

= K[M]
1 + K[M]

(13)

= k� = kK[M]
1 + K[M]

(14)

here M is metal ions, S is the binding sites, ka is the rate coeffi-
ient for the forward reaction, k−a is rate coefficient for the reverse
eaction, and K is equilibrium constant for the adsorption process.
he rate � is proportional to �, which is the fraction of the surface
hat is covered. If the concentration of M is high, the surface is well
overed, � ≈ 1, v = k, and the kinetics is zeroth order. If the con-
entration of M is low, K[M] ≈ 0, the surface is sparsely covered,
= k� = kK[M] and the kinetics is first-order.

The pore size of Chelex-100 resin, which is about 1.5 nm [21],
s smaller than the size of humic acid, whose hydrodynamic radii
ange from 2 to 7 nm [22]. In CLEM experiments, free metal ions can
ind with both the internal binding sites and surface binding sites
f Chelex-100 resin, whereas the larger metal-humic acid complexs
an only react with the surface binding sites of the Chelex-100 resin.
he binding of free metal ions on surface binding sites of Chelex-
00 can be ignored because the surface binding sites contribute
ittle to the total adsorptive capacity of the resin [23]. Since the
nternal binding sites in Chelex-100 resin are in excess of the free

etal ions, the binding of free metal ions follows the first-order
inetics. However, the surface binding sites of Chelex-100 resin are
imited to metal humic substances complexes, so the reaction of U-
A complex with Chelex-100, which can only occur on the surface,

ollows zeroth order kinetics.
To validate the above hypothesis, different concentrations of

helex-100 resin (1, 2 and 3 g/100 mL) were tested in model solu-
ions having U(VI)/HA ratio 0.001. As shown in Fig. 5, as more
helex-100 was added to the model solution, the dissociation
ate coefficient increased, indicating that the rate coefficient was
ependent on the concentration of Chelex-100. Therefore, as the
/HA ratio is very small, the Adjunctive Pathway is predominant.
ince the surface of Chelex-100 resin is limited and is fully covered
y U-HA complexes, the kinetics is zeroth order.
The rate coefficient of zeroth order kinetics (Adjunctive Path-
ay), is represented by Eq. (15) and Eq. (16)

dCML

dt
= k (15)
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ML(t) = C0
ML − kt (16)

here CML(t) is the percentage of uranium remaining in solution,
t any time t, C0

ML is the initial CML at time 0, which is expected to
e 100%, and k is the rate coefficient.

The data of ligand exchange kinetics for U-HA in model solutions
aving the U(VI)/HA ratio 0.001 at three pH values are fitted to
q. (16). The rate coefficients for pH 6, 7 and 8 are 4.1 × 10−3% s−1,
.5 × 10−3% s−1 and 3.3 × 10−3% s−1, whereas the initial percentage
f U-HA complexes for the three pHs are 94.8%, 90.7% and 92.6%,
espectively, indicating there is probably only one component (non-
abile) in U-HA complexes at the U/HA ratio 0.001. In the case of
eroth order kinetics, the CLEM with Chelex-100 as the competitive
igand is not able to determine the dissociation rate coefficient of
omplexes of metal-humic substance.
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a b s t r a c t

A polyaniline nanofibers (PANnano)/carbon paste electrode (CPE) was prepared via dopping PANnano in
the carbon paste. The nanogold (Aunano) and carbon nanotubes (CNT) composite nanoparticles were
bound on the surface of the PANnano/CPE. The immobilization and hybridization of the DNA probe on
the Aunano–CNT/PANnano films were investigated with differential pulse voltammetry (DPV) and cyclic
voltammetry (CV) using methylene blue (MB) as indicator, and electrochemical impedance spectroscopy
(EIS) using [Fe(CN)6]3−/4− as redox probe. The voltammetric peak currents of MB increased dramatically
owing to the immobilization of the probe DNA on the Aunano–CNT/PANnano films, and then decreased obvi-
ously owing to the hybridization of the DNA probe with the complementary single-stranded DNA (cDNA).
The electron transfer resistance (Ret) of the electrode surface increased after the immobilization of the
probe DNA on the Aunano–CNT/PANnano films and rose further after the hybridization of the probe DNA. The
remarkable difference between the Ret value at the DNA-immobilized electrode and that at the hybridized
electrode could be used for the label-free EIS detection of the target DNA. The loading of the DNA probe
on Aunano–CNT/PANnano films was greatly enhanced and the sensitivity for the target DNA detection was
markedly improved. The sequence-specific DNA of phosphinothricin acetyltransferase (PAT) gene and

the polymerase chain reaction (PCR) amplification of nopaline synthase (NOS) gene from transgenically
modified beans were determined with this label-free EIS DNA detection method. The dynamic range for
detecting the PAT gene sequence was from 1.0 × 10−12 mol/L to 1.0 × 10−6 mol/L with a detection limit of
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5.6 × 10−13 mol/L.

. Introduction

Last decades, astonishing achievements in the cultivation of
he transgenic plants have been obtained all over the world [1,2].
owever, their security has been brought into focus. The accurate,

ensitive, and rapid detection of the transgenic plant products is of
ignificance for understanding the security of the transgenic plants.
hosphinothricin acetyltransferase (PAT) gene and nopaline syn-
hase (NOS) gene are two important screening detection transgenes
f the transgenic plants. Detection of these two transgenes can be
tilized to identify the transgenic plants.

DNA electrochemical biosensors have been successfully applied

or the transgene detection of the transgenic plants [3–5]. In order
o improve the sensitivity, selectivity, and stability of the biosen-
or, various kinds of nanomaterial have been prepared and utilized
ecently for the biosensor fabrication [6–12]. One of these nano-
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039-9140/$ – see front matter © 2008 Elsevier B.V. All rights reserved.
oi:10.1016/j.talanta.2008.07.058
© 2008 Elsevier B.V. All rights reserved.

aterials is polyaniline nanomaterial (PANnano). PANnano has the
roperties of mechanical flexibilities, high surface area, chemical
pecificities, tunable conductivities and easy processing [13–16],
hich make this conducting polymer as a kind of the promis-

ng sensing material for ultrasensitive, trace-level biological and
lectrochemical nanosensors [17,18]. At present, combination of
arbon paste with polyaniline is under intense investigation in
rder to get fast, sensitive and selective biosensors in different
elds [19–21]. Ambrosi et al. [22] fabricated an ascorbic acid
ensor via the drop-casting of dodecylbenzene sulphonic acid
DBSA)-doped polyaniline nanoparticles onto a screen-printed car-
on paste electrode (CPE). The sensor was compared to a range of
ther conducting polymer-based ascorbate sensors and found to be
omparable or superior in terms of analytical performance. More
ecently, hybrid nanomaterials, such as hybrid of gold nanoparti-

les and carbon nanotubes (CNTs), have also been applied for the
onstruction of DNA biosensors [23]. The components of the hybrid
ave obvious synergistic effect on the performance of the sensor,
uch as high catalytic activity, enhanced conductivity, strengthened
iosensing ability, improved sensitivity and selectivity.
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Fig. 1. SEM images of dendritic polyan

In this paper, polyaniline nanofibers (PANnano) were used as
kind of dopping material to prepare a modified carbon paste

lectrode, denoted as PANnano/CPE, which showed a good elec-
ric conductivity and served as an excellent affinity interface for
he subsequent immobilization of the hybrid of carbon nanotubes
nd gold nanoparticles (Aunano–CNT). The Aunano–CNT/PANnano

anocomposite films could greatly enhance the loading of the DNA
robe and hence markedly improved the sensitivity for the tar-
et DNA detection. The sequence-specific DNA of the PAT gene
nd the polymerase chain reaction (PCR) amplification of the NOS
ene from a transgenic-modified bean sample were satisfactorily
etected with the label-free electrochemical impedance spectro-
copic (EIS) method.

. Materials and methods

.1. Apparatus and reagents

A CHI 660C electrochemical analyzer (Shanghai CH Instrument
ompany, China), which was in connection with a home-made
arbon paste-modified working electrode (˚ = 4 mm), a Ag/AgCl
eference electrode and a platinum wire auxiliary electrode, was
sed for the electrochemical measurement. The pH values of all
olutions were measured by a model pHS-25 digital acidome-
er (Shanghai Leici Factory, China). Scanning electron microscopy
SEM) was carried out using a JSM-5900 machine (JEOL, Japan). The
CR amplification was performed by an Eppendorf Mastercycler
radient PCR system (Germany). Aquapro ultrapure water system

Chongqing Yihe Company, China).
Graphite powder and paraffine were purchased from Shanghai

olloid Laboratory and Shanghai Hua Ling Healing Appliance Fac-
ory, respectively. Polyaniline nanofibers were provided by College
f Material Science and Engineering, Qingdao University of Sci-
nce and Technology, and used without further purification [24].
he SEM image was shown as Fig. 1. HAuCl4·4H2O (Sigma, St.
ouis, MO, USA). Multi-wall carbon nanotubes (Shenzhen nanotech.
ort Co., Ltd., China). K3[Fe(CN)6] and K4[Fe(CN)6] (Shanghai No. 1
eagent Factory and Shanghai Heng Da Chemical Co. Ltd., respec-
ively, China). Methylene blue (MB) (Shanghai Reagent Company,
hina). All the chemicals were of analytical grade and solutions
ere prepared with ultrapure water.
The 20-base oligonucleotides probe (probe DNA), its comple-
entary sequence DNA (cDNA, target DNA, namely a 20-base

ragment of PAT gene sequence), single-base mismatched DNA,
ouble-base mismatched DNA and noncomplementary sequence
NA (ncDNA) were synthetized by Beijing SBS Gene Technology

A

2

s

nanofibers at different magnification.

imited Company. The base sequences of above DNAs and the
reparation of their stock solutions (1.0 �mol/L), and materials for
he PCR amplification of NOS gene sample and the amplification
rocedure were as described in Ref. [9].

The DNA sample for PCR amplification was extracted from one
ind of transgenic soybean according to the method of plant DNA
ini prep kit (Shanghai Academy of Agricultural Sciences).
All oligonucleotides stock solutions of 20-base oligomers

1.0 �mol/L) were prepared using Tris–HCl solution (5.0 mmol/L
ris–HCl, 50.0 mmol/L NaCl, pH 7.0), and stored at 4 ◦C. More diluted
olutions were obtained via diluting aliquot of the stock solution
ith ultrapure water prior to use.

The hybridization solution was diluted with 2 × SSC (pH 7.0),
hich was consisted of 0.30 mol/L NaCl and 0.030 mol/L sodium

itrate tribasic dihydrate (C6H5Na3O7·2H2O).

.2. Procedure

.2.1. Synthesis of Aunano–CNT hybrid
The Aunano–CNT hybrid was synthesized according to the liter-

ture [25]. Briefly, CNT was ultrasonically dispersed in citric acid
queous solution. Then 50 mL of 4 g/L HAuCl4 solution was added
ropwise to the as-prepared CNT suspension at 70 ◦C under vigor-
us stirring, and kept for stirring for another 1 h. After that, the tem-
erature of the hybrid suspension was controlled at 80 ◦C for 8 h.

.2.2. Preparation of polyaniline nanofibers-modified carbon
aste electrode and Aunano–CNT hybrid films

3.0 g graphite powder, 1.0 g solid paraffine and 1.0 g polyaniline
anofibers were heated at 80 ◦C for 2 h and mixed by hand to pro-
uce a homogenous carbon paste. It was tightly packed into a glass
ube from one end by using a stainless steel rod and a copper wire
as introduced into the other end for electrical contact. A fresh

lectrode surface was generated rapidly by extruding a small plug
f the paste with the stainless steel rod and a smooth surface was
btained by smoothing the surface on a white paper. The prepared
lectrode was rinsed with absolute ethanol and ultrapure water for
min, respectively.

20 �L of 1 mg/mL Aunano–CNT gelatin solution was dripped
nto the fresh surface of the polyaniline nanofibers-modified
arbon paste electrode and naturally dried in the air to form

unano–CNT/PANnano/CPE.

.2.3. Immobilization and hybridization of DNA
The immobilization of the DNA probe on the electrode

urface was carried out with following procedure: the
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helix configuration after hybridization, which prevented MB from
accessing the electrode [29]. These phenomena indicated that the
Aunano–CNT/PANnano/CPE could be a fine platform for the immobi-
lization and hybridization of DNA.
N. Zhou et al. / Talan

unano–CNT/PANnano/CPE was immersed in 2.0 mL Tris–HCl
uffer solution (pH 7.0) containing 1.0 �mol/L probe DNA at +0.6 V
or 500 s, followed by washing the electrode with 0.2% SDS solution
or removing the unimmobilized ssDNA and then rinsing it with
ltrapure water. The ssDNA/Aunano–CNT/PANnano/CPE electrode
as immersed into hybridization solution of 1.0 �mol/L target DNA
ith the working potential at +0.4 V for 600 s to complete the DNA

ybridization. The electrode was washed with 0.2% SDS to remove
he unhybridized DNA and this hybridization-modified electrode
as denoted as dsDNA/Aunano–CNT/PANnano/CPE. The hybridiza-

ion reaction of the probe DNA with the single-base mismatched
NA, double-base mismatched DNA and noncomplementary DNA
as respectively conducted with the same procedure.

.2.4. Electrochemical measurements
Cyclic voltammetry (CV) and differential pulse voltammetry

DPV) were used in this study. The following parameters were
mployed for CV and DPV, respectively—CV: scan rate 100 mV/s;
PV: pulse amplitude 50 mV, pulse width 60 ms, pulse period
.2 s. The test solution was 1.5 × 10−5 mol/L MB in the B–R buffer
olution of pH 6.0 including 25.0 mmol/L NaCl or the 1.0 mmol/L
3[Fe(CN)6]/K4[Fe(CN)6] (1:1) solution containing 0.1 mol/L KCl. In
rder to obtain reliable response of MB at the working electrode,
he background value was recorded after the working electrode was
mmersed into the B–R supporting electrolyte solution for 5 min to
nsure equilibration. The electrode was then transferred into the
B solution and the signal was recorded after accumulation for
min. The response of MB was obtained by subtracting the back-
round value from above recorded signal.

The EIS measurement was also carried out with the CHI
60C electrochemical analyzer. Supporting electrolyte solution
as 1.0 mmol/L K3[Fe(CN)6]/K4[Fe(CN)6] (1:1) solution containing
.1 mol/L KCl. The AC voltage amplitude was 5 mV and the voltage
requencies ranged from 10 kHz to 0.1 Hz. The applied potential was
72 mV.

The reported result for every electrode in this paper was the
ean value of three parallel measurements.

. Results and discussion

.1. Morphology of polyaniline nanofibers

The morphologies of polyaniline nanofibers were characterized
y SEM. Typical SEM images of dendritic polyaniline nanofibers
ere shown in Fig. 1. It was clear that these polyaniline nanofibers
ere interconnected to form dendritic or network structures, rather

han isolated nanofibers or bundles. The diameters of the polyani-
ine branches ranged from 60 nm to 90 nm, and the lengths were
everal hundred nanometers. These polyaniline nanofibers took on
xoteric porotic structure in evidence, which were propitious to
nhance the sensitivity of chemical sensor.

.2. Cyclic voltammetry of MB at Aunano–CNT/PANnano/CPE

Fig. 2 showed the cyclic voltammogram of 1.0 mol/L HCl solution
t PANnano/CPE. The typical redox peaks of polyaniline in the acidic
nvironment indicated that the PANnano doped in the CPE retained
ts good electroactivity, which was consistent with the previous
eport [26].

MB is a well-known hybridization indicator of DNA [27–29].

ig. 3 showed the cyclic voltammograms of 1.5 × 10−5 mol/L MB at
ifferent kinds of modified electrodes. The curve ‘a’ at the bare CPE
ad a couple of small redox peaks in the potential range of 0.1 V
o −0.7 V. The curve ‘b’ at the PANnano/CPE had a couple of well-
efined redox peaks, the current peaks of which were much larger

F
a

ig. 2. Cyclic voltammogram of 1.0 mol/L HCl at PANnano/CPE, scan rate: 10 mV/s.

han those of the curve ‘a’, indicating that the properties of the
odified electrode had been significantly changed. After PANnano

as doped in the bare CPE, PANnano had a strong electrocatalytic
ctivity toward the redox of MB.

The curve ‘c’ at the Aunano–CNT/PANnano/CPE had a couple of
bviously enhanced redox peaks as compared with the curve ‘b’,
hich meant that Aunano–CNT film has been coated onto the

ANnano/CPE successfully, and the Aunano–CNT/PANnano/CPE had a
uch larger electroactive surface.

.3. Electrochemical characterization of DNA immobilization and
ybridization at Aunano–CNT/PANnano/CPE

.3.1. Differential pulse voltammetry
Fig. 4 showed the hybridization detection of DNA by using

PV method. The curve ‘a’ was the DPV curve of MB at the bare
PE electrode. As can be seen, the electrode modified by PANnano

ould enhance MB signal (curve b). The DPV signal of MB at
he Aunano–CNT/PANnano/CPE (curve c) was significantly enhanced
s compared with that at the PANnano/CPE. Immobilization of
he ssDNA on the Aunano–CNT/PANnano/CPE resulted in a further
ncrease of the DPV signal of MB (curve d), which was attributed to
he affinity of MB to the exposed guanine bases of ssDNA molecule
27,28]. After hybridization of the probe ssDNA with the target DNA,
he DPV signal of MB decreased markedly (curve e) as expected. The
eason was that the guanine bases were embedded in the double
ig. 3. Cyclic voltammograms of 1.5 × 10−5 mol/L MB in B–R buffer solution (pH 6.0)
t (a) CPE; (b) PANnano/CPE; (c) Aunano–CNT/PANnano/CPE, scan rate: 100 mV/s.
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ig. 4. Differential pulse voltammograms of 1.5 × 10−5 mol/L MB in B–R
uffer solution at (a) CPE; (b) PANnano/CPE; (c) Aunano–CNT/PANnano/CPE; (d)
sDNA/Aunano–CNT/PANnano/CPE and (e) dsDNA/Aunano–CNT/PANnano/CPE. DPV
arameters—amplitude: 50 mV, pulse period: 0.2 s, pulse width: 60 ms.

.3.2. Electrochemical impedance spectroscopy
Label-free electrochemical DNA biosensor may be characterized

y the electrochemical impedance spectroscopic method [30–33].
n order to obtain more information from EIS results, the work-
ng electrode was modeled using a modified Randles equivalent
ircuit (inset of Fig. 5). Where, Rs is the electrolyte solution resis-
ance, Ret the surface electron transfer resistance, Zw the Warburg
mpedance resulting from the diffusion of ions, and Cdl the dou-
le layer capacitance. In EIS, the semicircle diameter of the Nyquist
iagram equals to the surface electron transfer resistance (Ret) of
he electrode. The immobilization and hybridization of DNA on the
lectrode surface can change the Ret value. Therefore, the proper-
ies of DNA immobilization and hybridization may be known by the
IS measurement.

Nyquist diagrams of [Fe(CN)6]3−/4− at different modified elec-
rodes were illustrated in Fig. 5. The curves a, b, c and d
ere the Nyquist diagrams of [Fe(CN)6]3−/4− at the PANnano/CPE,
unano–CNT/PANnano/CPE, ssDNA/Aunano–CNT/PANnano/CPE and
sDNA/Aunano–CNT/PANnano/CPE, respectively. Compared with the

ANnano/CPE, the Aunano–CNT/PANnano/CPE had a much larger
lectroactive surface and higher conductivity because of the
unano–CNT film.

After the probe DNA was immobilized at the
unano–CNT/PANnano/CPE, the negatively charged phosphate

ig. 5. Nyquist diagrams recorded at (a) PANnano/CPE, (b) Aunano–CNT/PANnano/CPE,
c) ssDNA/Aunano–CNT/PANnano/CPE and (d) dsDNA/Aunano–CNT/PANnano/CPE. Sup-
orting electrolyte solution is 1.0 mmol/L K3[Fe(CN)6] and 1.0 mmol/L K4[Fe(CN)6]
ontaining 0.1 mol/L KCl. Inset: equivalent circuit used to model impedance data in
he presence of redox couples.
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ackbone of the probe DNA prevented [Fe(CN)6]3−/4− from reach-
ng the electrode surface, and led to a larger Ret value (curve c) than
hat at the Aunano–CNT/PANnano/CPE (curve b). When the probe
NA was hybridized with its complementary target DNA (cDNA)

n solution, the Ret was further enhanced to a much larger value
curve d). After hybridization, the negative charges on the electrode
urface increased remarkably and the surface membranes become
hicker, which might raise the Ret value. Therefore, from the change
f the Ret value, the immobilization and hybridization of DNA on
his Aunano–CNT/PANnano/CPE platform could be understood
learly.

.3.3. Optimization of conditions for DNA immobilization and
ybridization
.3.3.1. The selection of potential for immobilization of the probe
NA. The Nyquist diagram at the Aunano–CNT/PANnano/CPE in the

Fe(CN)6]3−/4− solution was recorded. Then, after the probe DNA
as immobilized at the electrode at 0.4 V, the Nyquist diagram at

he probe DNA-immobilized electrode was again recorded. The dif-
erence (�Ret) of the impedance values between before and after
mmobilization of the probe DNA was calculated. We performed
he similar experiments as above except at 0.5 V, 0.6 V, 0.7 V and
.8 V, respectively. The results indicated that �Ret value increased
ith the positive shift of the potential from 0.4 V to 0.6 V. With fur-

her positive shift of the immobilization potential, the �Ret did
ot increase anymore. An immobilization potential of 0.6 V was
enerally used in our experiments.

.3.3.2. The selection of the immobilization time of the probe DNA.
he probe DNA was immobilized at 0.6 V for from 100 s to 800 s,
nd the Nyquist diagrams at the electrode before and after every
mmobilization of the probe DNA were respectively recorded. The
esults showed that the �Ret value rose with the increase of the
mmobilization time from 100 s to 500 s and reached a constant
evel beyond 500 s. 500 s was selected for the immobilization of
he probe DNA.

.3.3.3. The selection of potential for DNA hybridization. The probe
NA was hybridized with cDNA at different constant potentials

rom 0.2 V to 0.6 V, and the Nyquist diagrams at the electrode
efore and after hybridization of the probe DNA were respectively
ecorded. The �Ret value calculated from the hybridization of the
robe DNA indicated that the response of hybridization rose gradu-
lly with the positive shift of the hybridization potential from 0.2 V
o 0.4 V and reached a constant level beyond 0.4 V. A hybridization
otential of 0.4 V was generally used in our experiments.

.3.3.4. The selection of the hybridization time of DNA. The probe
NA was hybridized with cDNA at 0.4 V for from 100 s to 800 s. The

esults showed that the �Ret value rose with the increase of the
ybridization time from 100 s to 600 s and reached a constant level
eyond 600 s. 600 s was optimal for the hybridization.

.4. Detection of sequence-specific DNA of PAT gene

The selectivity of DNA hybridization could be judged by the
ybridization of the probe DNA with different DNA sequences.
s shown in Fig. 6A, the curve ‘a’ was the Nyquist diagram of

Fe(CN)6]3−/4− at the probe DNA-modified electrode, which was

he same as curve ‘c’ in Fig. 5. After hybridization of the probe DNA
ith the complementary DNA under the optimal experimental con-
itions, the Nyquist diagram of [Fe(CN)6]3−/4− was shown as the
urve ‘b’. The Ret value rose obviously. When the noncomplemen-
ary sequence was used for the hybridization, the Ret value (curve c)
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Fig. 6. (A) Nyquist diagrams recorded at (a) ssDNA/Aunano–CNT/PANnano/CPE, (b) dsDNA/Aunano–CNT/PANnano/CPE (hybridized with cDNA), (c) the electrode hybridized
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ith ncDNA, (d) the electrode hybridized with single-base mismatched DNA, (e
ecorded at ssDNA/Aunano–CNT/PANnano/CPE (a) and after hybridization reaction wit
c) 1.0 × 10−11 mol/L, (d) 1.0 × 10−10 mol/L, (e) 1.0 × 10−9 mol/L, (f) 1.0 × 10−8 mol/L
.0 mmol/L K4[Fe(CN)6] containing 0.1 mol/L KCl.

aried little as compared with the probe DNA-modified electrode.
he single-base mismatched sequence (curve d) and the double-
ase mismatched sequence (curve e) could also be recognized via
omparing the change of the DNA Ret value of [Fe(CN)6]3−/4−. The
esults demonstrated that this DNA biosensor displayed a high
electivity for the hybridization detection.

The difference between the Ret value (namely �Ret) of
.0 mmol/L [Fe(CN)6]3−/4− solution containing 0.1 mol/L KCl at the
robe DNA/Aunano–CNT/PANnano/CPE and that at the hybridization-
odified electrode (dsDNA/Aunano–CNT/PANnano/CPE) was used to

e the measurement signal to determine the sequence-specific
elated to the PAT gene fragment. The concentration of the PAT
ene fragment in the hybridization solution was changed from
.0 × 10−7 mol/L to 1.0 × 10−12 mol/L, and the Nyquist diagrams
f the above [Fe(CN)6]3−/4− solution at the DNA-modified elec-
rode before and after hybridization were respectively recorded.
he results were shown as in Fig. 6B. The �Ret value versus the

ogarithm of the PAT gene fragment concentration presented a
ood linear correlation. The dynamic determination range for the
AT gene fragment was from 1.0 × 10−12 mol/L to 1.0 × 10−6 mol/L
ith the regression equation: �Ret (�) = −961.5 lgC + 17064 and

he correlation coefficient: � = 0.9950. The detection limit was

ig. 7. Nyquist diagrams in 1.0 mmol/L K3[Fe(CN)6] and 1.0 mmol/L K4[Fe(CN)6]
ecorded at (a) Aunano–CNT/PANnano/CPE, (b) the NOS gene probe-modified electrode
nd (c) the electrode hybridized with the PCR amplified real NOS sample.
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electrode hybridized with double-base mismatched DNA. (B) Nyquist diagrams
mplementary PAT gene sequence of different concentrations: (b) 1.0 × 10−12 mol/L,
) 1.0 × 10−7 mol/L. Supporting electrolyte solution is 1.0 mmol/L K3[Fe(CN)6] and

.6 × 10−13 mol/L using 3�, where � was the standard deviation
f the blank solution with 11 parallel measurements.

.5. Reproducibility and regeneration of DNA sensor

The reproducibility of any biosensor is extremely important to
ractical applications. In our test, the probe DNA was hybridized
ith 1.0 �mol/L complementary DNA for seven parallel mea-

urements and relative standard deviation (R.S.D.) of 3.6% was
stimated, showing the high reproducibility of the DNA electro-
hemical biosensor.

The regeneration ability as for this impedance-based DNA
ybridization sensor was also evaluated. The dsDNA on the
ybridized electrode was hot denatured by immersing the elec-
rode into boiling water for 8 min and then cooling it with the ice
alt bath. The Nyquist diagrams of 1.0 mmol/L [Fe(CN)6]3−/4− solu-
ion at the regenerated probe DNA/Aunano–CNT/PANnano/CPE was
ecorded. The results indicated that the Ret values were almost the
ame values as that obtained in the first experiment. Successive
xperiments showed that the DNA biosensor could be reproduced
or six times without losing its sensitivity, indicating the fine regen-
ration ability of the DNA electrochemical biosensor.

.6. Detection of the PCR amplification of NOS gene sample

This label-free DNA electrochemical biosensor has been com-
ined with the PCR technology for the detection of the NOS
ransgene in a kind of real transgenic soybean. The NOS gene tem-
late was extracted from this soybean sample with the DNA Mini
reparation kit, which was purchased from Shanghai Academy of
gricultural Sciences. Then the template was amplified according

o the PCR procedure.
The purification of the PCR amplification was carried out as fol-

ows: added 5 �L of agarose gel loading dye and loaded the above
CR reaction solution into a well of 1.0% low melting temperature
garose gel. Electrophosresed it for 30–60 min at 100–200 mA, and
hen excised the desired band visualized under UV light with a clean

azor blade. Followed by purifying the DNA in a gel using the purifi-
ation kit (TIANgel Maxi purification kit DP 210-02, Beijing, China).
fter the purification, the weight product of single molecule was
btained, and the A260/A280 value of the PCR amplification sample
as 1.82, indicating that it was pure enough.
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The purified PCR amplification of NOS gene sample was
iluted with 5.0 mmol/L Tris–HCl buffer, and denatured by heat-

ng it in boiling water for 5 min and then cooled in an ice
ath. After the immobilization of the NOS gene probe on the
unano–CNT/PANnano/CPE, the electrode was immersed in 2 mL
enatured PCR amplification for hybridization under the opti-
al conditions. The detection result was shown in Fig. 7. The

urves a, b and c were the Nyquist diagrams of 1.0 mmol/L
Fe(CN)6]3−/4−, respectively, at the Aunano–CNT/PANnano/CPE, the
OS probe DNA/Aunano–CNT/PANnano/CPE and the hybridized elec-

rode of the NOS probe with the PCR amplification of the NOS gene
ample. Obviously, the Ret value of the curve ‘c’ was markedly larger
han that of the curve ‘b’, whereas the latter was distinctly larger
han that of the curve ‘a’. The impedance measurements confirmed
hat the ssDNA/Aunano–CNT/PANnano/CPE could successfully recog-
ize and detect the PCR amplification of the NOS transgene in the
eal transgenic soybean sample.

. Conclusion

Nanogold (Aunano) and CNT hybrid was coated on the
ANnano–modified CPE surface to form a Aunano–CNT/PANnano/CPE
lectrode. The Aunano–CNT and PANnano composite film is a very
ood platform for the immobilization and hybridization of DNA. The
anomaterials Aunano, CNT and PANnano in the composite film had
emarkable synergistic effect on the recognition of DNA hybridiza-
ion. The immobilization and hybridization of the probe DNA were
haracterized by DPV and EIS. The sequence-specific DNA of the
AT gene and polymerase chain reaction (PCR) amplification of the
OS gene from transgenically modified beans were detected by this
lectrochemical DNA biosensor with label-free EIS method.
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